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ABSTRACT 

Under a Memorandum of Understanding, the U.S. Nuclear Regulatory Commission and the 
Electric Power Research Institute conducted a research program aimed at gathering data on weld 
residual stress modeling.  As described in NUREG-2162, “Weld Residual Stress Finite Element 
Analysis Validation:  Part I—Data Development Effort,” issued March 2014, this program 
consisted of round robin measurement and modeling studies on various mockups.  At that time, 
the assessment of the data was qualitative.  This report describes an additional residual stress 
round robin study and a methodology for capturing residual stress uncertainties.  This quantitative 
approach informed the development of guidelines and a validation methodology for finite element 
prediction of weld residual stress.  For example, comparisons of modeling results to 
measurements provided a basis for establishing guidance on a material hardening approach for 
residual stress models.  The proposed validation procedure involves an analyst modeling a known 
case (the Phase 2b round robin mockup) and comparing results to two proposed quality metrics.  
These recommendations provide a potential method by which analysts can bolster confidence in 
their modeling practices for regulatory applications. 
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EXECUTIVE SUMMARY 

Weld residual stress (WRS) is known to be an important driver of primary water stress corrosion 
cracking in safety-related nuclear piping.  For this reason, it is desirable to formalize finite element 
modeling procedures for residual stress prediction.  The U.S. Nuclear Regulatory Commission 
(NRC) and the Electric Power Research Institute have conducted joint research programs on 
residual stress prediction under a memorandum of understanding.  These studies have involved 
modeling and measurement of WRS in various mockups.  The latest of these studies, Phase 2b, 
is discussed in this document. 

The Phase 2b mockup was prototypic of a pressurizer surge nozzle dissimilar metal weld, which 
forms part of the reactor coolant pressure boundary.  Two sets of residual stress measurement 
data were obtained on the Phase 2b mockup:  deep hole drilling and contour.  Both these 
methods are strain-relief techniques.  In addition to the measurements, 10 independent analysts 
submitted finite element modeling results of the residual stresses in the mockup.  Each participant 
was provided the same set of modeling guidelines, with the aim of reducing analyst-to-analyst 
scatter as much as possible.  These measurement and modeling data were then used to develop 
an uncertainty quantification methodology. 

The residual stress uncertainty methodology consisted of constructing a statistical model of the 
data and using bootstrapping methods to calculate relevant 95/95 tolerance bounds and 
confidence bounds.  This methodology improves on past work (e.g., NUREG-2162, “Weld 
Residual Stress Finite Element Analysis Validation:  Part I—Data Development Effort,” issued 
March 2014), which described uncertainty in WRS predictions only in qualitative terms.  
Furthermore, the results of the uncertainty quantification effort informed the development of a 
validation approach of residual stress finite element models. 

The uncertainty quantification work provided methods to compare measurements to models, 
which in turn led to recommendations on hardening law (see Section 5.2).  The validation method 
is a step-by-step procedure for comparing independent finite element modeling results of the 
Phase 2b mockup to the acceptance measures.  If an analyst meets the criteria, then the 
modeling procedure may be applied with greater confidence to a real case.  This procedure is 
intended as a recommendation rather than a regulatory requirement.  It provides a means to 
demonstrate proficiency in finite element modeling of WRS. 

The validation methodology is aimed at 2D axisymmetric WRS predictions for deterministic flaw 
growth evaluations.  The nuclear industry often performs flaw evaluations when seeking 
alternatives to established inspection and repair/replacement rules.  These evaluations require a 
WRS assumption.  If that assumption is based on finite element results, then following the 
validation procedure offers the industry one method to strengthen its case when seeking NRC 
approval.  This document also investigated how differences in residual stress can affect these flaw 
evaluations.  Important features of the stress profiles include the inner diameter stress, the stress 
magnitude at the initial flaw depth, and the depths at which the stress profile crosses zero.  
Decision-makers can review these aspects of submitted stress profiles as another option for 
gaining confidence in residual stress predictions. 
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σm membrane stress 

σb bending stress 

σcfp crack face pressure stress 

Gb influence coefficient for global bending 
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s(x) stress variation along the crack face 
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φ tabulated crack growth coefficient 

η tabulated crack growth coefficient 
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g a function 
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ne number of sampled measurement WRS profiles 
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s reference index 
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RMSEWRS quality metric on the root mean square error of stress magnitude 
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1 INTRODUCTION 

The U.S. Nuclear Regulatory Commission (NRC) and the Electric Power Research Institute 
(EPRI) initiated a long-term research program on understanding and reducing uncertainty in the 
numerical prediction of weld residual stress (WRS) in safety-related nuclear components.  Part 1 
of this report [1] discusses the background and past work of the program in detail (also see [2]).  
The through-wall WRS profile is an important input to deterministic flaw growth calculations.  
These calculations may form the technical basis for regulatory relief requests to modify 
repair/replacement or nondestructive examination requirements in nuclear components subject to 
primary water stress corrosion cracking (PWSCC).  Probabilistic fracture mechanics calculations 
[3]–[6] rely on well characterized uncertainty for important inputs.  For these reasons, it is 
important to develop sound approaches for reaching best estimates of WRS and the associated 
uncertainty. 

The past research was categorized according to four phases: 

(1) Phase 1:  small-scale scientific specimens 
(2) Phase 2a:  fabricated prototypic pressurizer surge line nozzle 
(3) Phase 3:  pressurizer surge line nozzles from a canceled plant 
(4) Phase 4:  optimized weld overlay on a prototypic cold-leg nozzle 
 
These four phases consisted of double-blind measurement and modeling studies on the mockups 
of varying geometry.  In general, the work showed that axisymmetric finite element (FE) models 
provided reasonable estimations of the measurements, but that relatively large analyst-to-analyst 
uncertainty existed in the predictions.  NUREG-2162 [1] lists the following recommendations for 
future work in the WRS Validation Program: 

• Develop specific validation criteria for comparing WRS measurement and modeling 
results. 

• Establish guidelines for WRS input development for deterministic flaw evaluations, 
including FE best practices. 

• Develop additional guidance for accounting for uncertainty in WRS inputs for flaw 
evaluations. 

• Focus future FE round robin studies on reducing model-to-model variability, given lessons 
learned in FE modeling best practices. 

• Apply more robust methods to quantify modeling uncertainty in future round robin efforts. 
 
The final phase of this research, dubbed Phase 2b, aimed at addressing these issues. 

1.1 Phase 2b Effort 

Phase 2b was a second double-blind round robin measurement and FE modeling study involving 
a pressurizer surge line nozzle mockup.  This mockup was similar to, but not exactly the same as, 
the Phase 2a mockup discussed in [1]–[2].  Modeling guidelines [7], based on lessons learned 
from the previous research phases, were developed with the intent of reducing the uncertainty 
observed in the past work.  The measurement program consisted of deep hole drilling (DHD) and 
the contour methods.  Ten international participants submitted independent modeling results. 
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The dataset from the Phase 2b study was intended to address the items for future work identified 
in NUREG-2162.  An unbiased view of expected modeling uncertainty is important for developing 
acceptance measures and WRS input guidelines.  These efforts also require more quantitative 
approaches to describing the data. 

1.2 Scope of This Report 

This report is intended to document the development of a 2D axisymmetric FE validation 
approach for prediction of WRS for flaw evaluation applications.  The validation scheme proposed 
here draws on the results of the Phase 2b round robin and an uncertainty quantification 
methodology.  Chapter 2 summarizes the Phase 2b round robin study and the resulting dataset.  
Chapter 3 discusses the mathematical methods developed to characterize uncertainty in the 
Phase 2b dataset.  Chapter 4 presents the impacts of WRS assumptions on flaw growth 
calculations.  Chapter 5 develops guidelines for WRS inputs for flaw growth calculations and the 
proposed validation approach.  Finally, Chapter 6 contains overall conclusions of the work. 
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2 PHASE 2B ROUND ROBIN STUDY 

2.1 Purpose 

The purpose of this effort was to conduct a second FE round robin, similar to the Phase 2a study 
[1], [8]–[10], with improved FE modeling guidance.  The modeling guidance aimed at reducing 
analyst-to-analyst scatter.  Determining appropriate scatter bands for FE predictions is important 
for formulating acceptance measures and modeling guidelines.  WRS measurements have 
uncertainties as well.  Chapter 3 discusses quantification of both measurement and modeling 
uncertainties.  Both uncertainties must be accounted for when deciding what constitutes an 
appropriate FE prediction.  This chapter discusses the research effort designed to collect the 
measurement and modeling data.  An NRC technical letter report [7] presents more detailed 
information about the Phase 2b effort. 

2.2 Mockup Fabrication 

The geometry chosen for the Phase 2b round robin study was representative of a pressurizer 
surge nozzle.  Figure 2-1 shows the overall geometry of the mockup. 
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Figure 2-2 emphasiz es that a backweld was performed on the mockup after ID machining. 

 

F ig ure 2 - 2  I D  B ackweld 

Table 2-1 provides an overview of the fabrication process.  More detailed fabrication information, 
including welding parameters and bead map drawings, is found in [ 7] . 

Table 2 - 1  M ockup F abrication Steps  

 

Step D es cription Purpos e
1 A36 flange welded to SA182 noz z le Simulates noz z le stiffness in service; not modeled

2 Alloy 82 buttering applied to noz z le Allows for post-weld heat treat of low alloy steel and 
prepares dissimilar metal weld

3 Post weld heat treatment Tempers martensite in low alloy steel and relieves 
residual stress

4 Buttered noz z le welded to F316L 
safe end with Alloy 182 filler metal Simulates shop weld

5 Backchip and reweld Simulates repair weld at inner diameter
6 Safe end welded to TP316 pipe Simulates field closure weld
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2 . 3  Round Robin Participants  

Ten participants representing 12 organiz ations submitted FE results to the round robin study, as 
represented in Figure 2-3. 

 

F ig ure 2 - 3  Participating  O rg aniz ations  

These participants represent a cross section of international industry, government, academic, and 
private contractor organiz ations.  The study was double blind, so the modelers did not have 
access to the measurement data.  Likewise, the measurement practitioners did not have access 
to the modelers’  results. 

2 . 4  W eld Res idual Stres s  M eas urements  

Additional background on residual stress measurement is given in Section 2.2 of [ 1] .  VEQ TER, 
Ltd., in Bristol, United K ingdom, and H ill Engineering, LLC, in Rancho Cordova, CA, performed 
the Phase 2b residual stress measurements.  Two sets of measurements were carried out: hole 
drilling and contour (see Section 2.2.2 of [ 1] ).  The DH D and contour methods were chosen over 
x -ray or neutron diffraction, because they are more reliable in a dissimilar weld.  In fact, x -ray and 
neutron diffraction are known to have larger uncertainties associated with d0 calibration, grain 
siz e, tex ture, and chemical dilution effects present in welds. The hole drilling measurements 
consisted of a combination of DH D and incremental DH D.  Figure 2-4 shows the ex perimental 
setup of the hole drilling measurements.  Four hole drilling measurements were taken starting at 
location B shown in Figure 2-4.  Location B was located 22°  from the weld start location.  The 
other three measurements were made 90°  apart from one another (see Figure 2-5).  Care was 
taken to avoid weld start/ stop locations around the circumference. 
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F ig ure 2 - 4  D eep H ole D rilling  M eas urement Setup 

 

F ig ure 2 - 5  H ole D rilling  M eas urements  around C ircumference 

The contour measurements involved several cuts, including one cut each for the ax ial residual 
stress measurement and the hoop residual stress measurement (see Figure 2-6). 
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Figure 2-6 Contour Measurement Setup 

 

The final calculation of residual stress accounted for the release of stress at each sectioning 
operation.  The hole drilling measurements were made before the destructive contour 
measurements.  Each of the required cuts was made with the hole drilling measurements in mind, 
as shown in Figure 2-7. 
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Figure 2-7 Cuts to Extract Contour Specimen 

The section outlined in red in Figure 2-6 is represented by the “Cut out section” cuts shown in 
Figure 2-7 (i.e., Cut 3).  At each of these cuts, strain gauge measurements are made for the final 
stress calculation.  The cuts represented by the blue, green, and yellow lines in Figure 2-6 were 
then made.  A laser profilometer measured displacements along the relevant cross sections. 

2.5 Modeling Guidance 

The round robin participants were tasked with creating an axisymmetric FE model to predict the 
residual stress distribution of the Phase 2b mockup.  The written problem statement provided to 
the round robin participants is provided in [7].  Table 2-2 summarizes this guidance, which was 
based on modeling experience gained in previous work [1], [2], [11]. 
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Table 2 - 2  M odel G uidance 
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2.6 Results 

This section reports the basic set of results from the Phase 2b FE round robin study.  The raw 
data are reported in both graphs and tables in [7]. 

2.6.1 Measurement Results 

Figure 2-8 shows the hole drilling measurement results.  In this report, r/t=0 represents the inner 
surface of the pipe wall, and r/t=1 represents the outer surface of the pipe wall. 

 

Figure 2-8 Hole Drilling Measurement: (a) Axial, (b) Hoop 

Figure 2-9 and Figure 2-10, respectively, show the hoop and axial stress measurements for the 
contour method. 

 

Figure 2-9 Hoop Stress—Contour Measurement 
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Figure 2-10 Axial Stress—Contour Measurement 

The DHD and contour datasets are, by nature, different.  The DHD data are a one-dimensional 
profile of the stress variation along a straight path through the weld centerline.  In contrast, the 
contour method gives a two-dimensional representation of the stress variation on an entire cross 
section.  As described in Table 2-2, the modeling data were collected as one-dimensional path 
data extracted from the FE results along the centerline of the weld, so as to be compared with the 
DHD data.  Therefore, the contour data must be processed to extract appropriate path data to 
compare to the modeling data.  The extracted contour data should be a one-dimensional stress 
profile and represent the stress along a straight path through the weld centerline, normal to the 
inside surface. 

2.6.2 Modeling Results 

Figure 2-11 shows an example mesh from one of the FE round robin participants. 
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F ig ure 2 - 1 1  Ex ample M es h  

The red line in Figure 2-11 represents the path along which the participant ex tracted the data (i.e., 
the weld centerline).  The figure also illustrates major geometry features modeled by the 
participants.  Figure 2-12 and Figure 2-13 show the isotropic and nonlinear kinematic hardening 
results of the Phase 2b round robin study, respectively.  A qualitative look at the modeling results 
reveals the following observations: 

• Individual predictions may potentially be considered outliers (e.g., participant J), when 
compared to the rest of the sample. 

• Nonlinear kinematic and isotropic results show different through-wall trends. 

• The nonlinear kinematic results show smaller stress magnitudes than the isotropic results. 

• The nonlinear kinematic results generally ex hibit less scatter than the isotropic results. 
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Figure 2-12 Processed Isotropic Hardening Results: (a) Axial, (b) Hoop 

 

Figure 2-13 Processed Nonlinear Kinematic Hardening Results: (a) Axial, (b) Hoop 

2.6.3 Discussion 

Comparison of the measurement and modeling data requires careful thought.  Both the modeling 
data and the measurement data exhibit uncertainties.  Chapter 3 of this document focuses on 
quantitatively evaluating both modeling and measurement uncertainty.  The end goal is to develop 
a procedure to objectively judge FE models of WRS, as discussed in Chapter 5. 

One final technical topic to be resolved is the choice of hardening law.  When providing guidance 
on hardening law, it is important to avoid biases in the model prediction in addition to minimizing 
prediction errors.  One simplified approach suggested elsewhere [12] involves use of the average 
of the nonlinear kinematic and isotropic predictions.  Section 5.2 discusses the choice of 
hardening law. 

2.7 Conclusions 

This chapter summarizes the Phase 2b round robin study.  The WRS modeling and measurement 
results from this study constitute the dataset analyzed in the uncertainty analysis in Chapter 3.  
Ten analysts participated in the modeling portion of the round robin, resulting in 10 isotropic and 
10 nonlinear kinematic WRS predictions for both axial and hoop stresses.  Two measurement 
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vendors performed strain relief-based WRS measurements on the mockup.  This resulted in four 
DHD measurements of axial and hoop stresses along the weld centerline.  The contour 
measurement resulted in a two-dimensional representation of the WRS along a given cross 
section.  This dataset, viewed in the context of the Chapter 3 analysis, will be used to develop the 
guidelines and validation scheme presented in Chapter 5. 
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3 UNCERTAINTY QUANTIFICATION METHODOLOGY 

3.1 Motivation 

In [1], the NRC documented the need to apply more sophisticated data analysis techniques to 
residual stress measurement and modeling data.  At that stage, only qualitative judgments were 
applied to describe modeling uncertainty and measurement-to-model comparisons.  To define an 
objective validation process for WRS predictions, it is necessary to use a quantitative analysis.  
The quantitative analysis described in this section of the NUREG does not need to be repeated by 
analysts trying to use the WRS prediction validation scheme presented in this report. 

Previous work in this area includes the development of a sampling scheme for WRS in a 
probabilistic fracture mechanics code [5]–[6].  The baseline dataset was four FE WRS profiles 
obtained by different analysts for a given weld configuration.  Estimates of skewness and kurtosis 
were used to assign an appropriate uncertainty distribution type for the WRS FE data at each 
point through the pipe thickness.  In determining the final estimates for the mean WRS and 
standard deviation, the analysts introduced a weighting approach that decreased the importance 
of a particular WRS prediction the further away it was from the other predictions.  This is 
represented mathematically as: 
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where µk and σk are the mean and standard deviation of the distribution at the kth position through 
the weld thickness, respectively; wi is the weight for the ith WRS profile based on the differences 
in stress predictions between two WRS profiles; and xi,k is the value of the stress prediction for the 
ith profile at the kth position through the wall thickness.  With the uncertainty in WRS thus defined, 
Kurth et al. [5]–[6] conceived a sampling strategy that accounted for point-to-point smoothness 
and static equilibrium requirements.  In this way, the probabilistic fracture mechanics analysis may 
account for the uncertainty in the WRS profile for a given weld configuration. 

The approach presented here is aimed at deterministic fitness-for-service calculations, where a 
residual stress assumption is required (see Chapter 4).  This approach involves a range of 
mathematical tools aimed at defining uncertainty bands on the round robin measurement and 
modeling results.  The results then form the basis for recommended modeling practices and 
model validation approaches.  The methodology described here is documented in greater detail in 
[13], and Section 3.2 provides only a summary. 
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3.2 Methodology 

3.2.1 Functional Data 

The round robin WRS modeling and measurement dataset is discrete by nature.  Even the 
contour measurement is based on a finite number of measurements along the surface of the part.  
It is also functional data, in that the WRS magnitude for a given stress component, WRS, depends 
on the spatial location along the pipe cross section, as: 

                                                                 ( )dfWRS =                                                Equation 3-2 

where d=r/t is the normalized distance from the inside surface to the outside surface of the weld.  
References [15] and [16] point out that it is useful to consider such data as a continuous function.  
They introduce the mathematical methods that can be applied to functional data.  This section 
describes a statistical model constructed to represent the round robin dataset, based on the 
methods of [15] and [16].  This approach enables bootstrapping to estimate confidence bounds 
and tolerance bounds on both the measurement and modeling data [17]–[18].  The final outcome 
of the work is an objective process for validating WRS FE modeling (see Chapter 5). 

3.2.2 Screening of Outlier Predictions 

As described in Chapter 2, the idea behind the Phase 2b round robin study was to assess the 
prediction uncertainty of a group of analysts modeling the same problem under a given set of 
guidelines.  The 10 submissions were screened for potential outlying results that may not have 
been obtained in strict accordance with the modeling guidance.  Tran et al. [19] described two 
outlier predictions in the round robin dataset and the reasons behind them.  One participant used 
incorrect material property data, and the other incorrectly modeled the heat input of the stainless 
steel closure weld.  A third outlier involving incorrect weld thickness was identified in [13].  These 
three predictions were screened out for the purposes of uncertainty quantification.  As discussed 
in Section 3.3.1, one other prediction was removed from the hoop stress profiles because of the 
undue influence it had on the bootstrap tolerance bound results. 

3.2.3 Data Smoothing 

The WRS measurements were reported at discrete spatial locations.  Similarly, the round robin 
modeling participants provided stress magnitudes at discrete depths through the wall thickness.  
The actual WRS distribution is expected to be a continuous function of spatial location.  Data 
smoothing was applied here to arrive at a smooth, continuous representation of the WRS profile.  
The smoothing was accomplished via cubic splines, which are a series of third degree 
polynomials connected together at a given number of nodes [20].  The optimal number of nodes 
to achieve an acceptable fit was determined by an algorithm discussed in [13].  As an example, 
the axial stress predictions assuming isotropic hardening are shown after smoothing in Figure 3-1 
(compare with Figure 2-12a; outliers removed). 
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Figure 3-1 Axial Isotropic Data after Smoothing 

3.2.4 Amplitude and Phase Variability 

Functional data can exhibit two types of variability:  amplitude and phase variability.  Considering 
a sinusoidal function, the amplitude variability is the result of differences in peak height of two 
curves, and phase variability is the result of a horizontal shift of one curve relative to the other 
(see Figure 3-2). 

 

Figure 3-2 Amplitude and Phase Variability 

Both types of uncertainty are present in the round robin dataset, as shown in Figure 3-1.  For the 
case of WRS, amplitude variability is equivalent to variability in stress magnitude at corresponding 
local extrema.  Phase variability has a spatial context (e.g., how the depth at the local maximum 
differs among various predictions).  The methodology proposed in this section accounts for these 
two types of variability. 
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3.2.5 Modeling Amplitude and Phase Variability 

Registration is the process of aligning the data horizontally and thus removing phase variability.  
Specifically, this process aligns the local extrema.  Registration is accomplished through the use 
of warping functions, γ  [13].  Warping functions are chosen such that the boundaries of the 
original functions are preserved.  For the case of WRS, this means that the inner diameter (ID) 
and outer diameter (OD) stresses of the smoothed data are retained in the transformed functions.  

The other requirement for warping functions is that both γ and 
1−γ  are differentiable, so that the 

transformed function is smooth and can be mapped back to the original function [13].  Removing 
the phase variability via the warping functions allows characterization of the amplitude variability.  
The warping functions themselves provide a useful characterization of the phase variability. 

 

Figure 3-3 Axial Isotropic Data after Alignment 

Functional principal components analysis (fPCA) is a dimension reduction technique to model the 
dominant modes of variation in the aligned data.  The mathematical details and fundamental 
concepts of fPCA are better described elsewhere [13]–[16].  fPCA was applied to both the 
registered data and the warping functions to construct a statistical model of the residual stress 
data.  The model allows for statistical sampling.  Figure 3-4 shows 100 sampled profiles from the 
model constructed from the seven isotropic hardening axial stress predictions.  The black curves 
in Figure 3-4 are the smoothed WRS predictions from the Phase 2b study.  The modeled profiles 
demonstrate amplitude and phase variability similar to those of the original sample. 
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Figure 3-4 100 Sampled WRS Curves Based upon Round Robin Modeling Data 

3.2.6 Bootstrapping 

Bootstrapping is a statistical sampling technique that provides a method to estimate uncertainty in 
distribution parameters, such as the mean.  Further details of bootstrapping are described in [13]–
[16].  This technique is applied here, along with the model described in Sections 3.2.1–3.2.5, to 
determine confidence bounds and tolerance bounds related to the Phase 2b round robin dataset, 
with mathematical details provided in [13].  The results are applied in Chapter 5 to draw 
conclusions about modeling recommendations and to inform development of a validation 
procedure for FE prediction of WRS. 

3.2.7 Uncertainty Characterization of the Measurement Data 

The statistical model summarized in Sections 3.2.1–3.2.5, while presented in the context of the 
modeling data, can also be applied to the measurement data.  The DHD data consisted of four 
measurements around the circumference of the mockup, 90° apart from one another.  The 
statistical model for bootstrapping was constructed from the four measured stress profiles. 

Figure 3-5 shows the axial contour data again.  As the figure suggests, many one-dimensional 
stress profiles through the weld centerline can be extracted from the axial contour dataset.  
Because of this unique feature of the axial contour data, it was not necessary to construct a 
statistical model or to perform bootstrapping. 
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Figure 3-5 Contour Axial Stress Data 

3.2.8 Tolerance Bounds versus Confidence Bounds 

Bootstrapping was employed to construct both tolerance bounds and confidence bounds related 
to the round robin dataset.  A more rigorous treatment of these statistical bounds is found 
elsewhere [21].  For the purposes of this document, a high-level definition of the statistical bounds 
determined in this work will suffice.  Confidence bounds provide intervals within which a particular 
statistic is expected to lie.  For instance, the confidence bounds on the mean prediction indicate 
the interval within which the true mean lies, with 95 % statistical confidence.  Figure 3-6 gives 
examples of bootstrapped confidence bounds on the mean.  Confidence bounds can be 
constructed on other statistics, such as quantiles. 

Tolerance bounds are intervals within which 95 % of the residual stress data (either measurement 
or prediction) are expected to lie.  The upper tolerance bound is constructed using the upper 
confidence bound on the 0.975 quantile.  The lower tolerance bound is constructed using the 
lower confidence bound on the 0.025 quantile.  The choice of the 0.975 and 0.025 quantiles leads 
to a coverage level of 95 %.  Figure 3-7 shows examples of bootstrapped tolerance bounds.  

3.3 Results 

This section presents example results that illustrate the outcomes of the methods described in 
Section 3.2.  Comprehensive results are presented in [13]. 

3.3.1 Uncertainty Quantification for the Prediction Data 

Figure 3-6(a) shows bootstrap sample means compared against the smoothed axial stress FE 
prediction data for isotropic hardening.  These results lead to 95 % confidence bounds on the 
prediction mean for these data, which are shown in Figure 3-6(b).  Figure 3-7 shows similar plots 
for constructing the 95/95 tolerance bounds. 
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Figure 3-6 Constructing Confidence Bounds on the Mean (Axial, Isotropic Case): (a) 30 
of the 1,000 Bootstrap Sample Means and (b) Resulting Confidence Bounds 
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Figure 3-7 Constructing Tolerance Bounds (Axial, Isotropic Case): (a) 30 of the 1,000 
Bootstrap 2.5th and 97.5th Quantiles and (b) Resulting Tolerance Bounds 
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As introduced in Section 3.2.2, the analysis of the seven isotropic hoop stress predictions that 
passed the initial screening revealed that one prediction was strongly influencing the upper 
tolerance bound results.  Figure 3-8 shows the potential outlier and demonstrates the significant 
impact it has on the 95/95 tolerance bounds.  Specifically, the potential outlier suggests a roughly 
constant hoop stress prediction through the thickness.  Since a majority of this dataset, including 
measurements (see Figure 2-8 and Figure 2-9) and modeling results, indicates some variation of 
hoop stress through the weld thickness, it may be appropriate to screen out this potential outlier 
when determining tolerance bounds for validation purposes. 
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Figure 3-8 Bootstrap Tolerance Bounds on Isotropic Hoop Stress Predictions: (a) With 
Potential Outlier and (b) Without Potential Outlier 
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3.3.2 Uncertainty Quantification for the Deep Hole Drilling Measurement Data 

Figure 3-9 demonstrates the data smoothing process for axial DHD data.  It shows that the 
smoothing residuals increase beyond a normalized depth of 0.6.  This is because the 
measurement data were obtained at relatively coarse spatial increments near the OD.  This data 
fitting issue may lead to less confidence in the bootstrap quantities determined for all DHD data 
beyond r/t=0.6. 
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Figure 3-9 Data Smoothing for Axial DHD Data: (a) Raw Data, (b) Smoothed Data, and (c) 
Residuals 



3-13 

Figure 3-10 and Figure 3-11 show the bootstrap confidence bounds and tolerance bounds for the 
DHD axial stress measurement data, respectively. 

 

Figure 3-10 Confidence Bounds on the Mean (Axial DHD Data) 

 

Figure 3-11 Tolerance Bounds (Axial DHD Data) 
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Figure 3-12 and Figure 3-13 show the bootstrap confidence bounds and tolerance bounds for the 
DHD hoop stress measurement data, respectively. 

 

Figure 3-12 Confidence Bounds on Mean (Hoop DHD Data) 

 

Figure 3-13 Tolerance Bounds (Hoop DHD Data) 
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3.3.3 Uncertainty Quantification for the Contour Measurement Data 

As mentioned in Section 3.2.7, the axial stress contour data did not require construction of a 
statistical model and bootstrapping to quantify the uncertainty in the data.  The cross section 
shown in Figure 3-5 is located entirely along the dissimilar metal weld centerline (also see the 
illustration in Figure 2-6).  This centerline data can be used to directly compare to the prediction 
stress profiles by extracting path data, as illustrated in Figure 3-5.  The linear paths defined for 
data extraction should be perpendicular to the boundaries of the data.  Figure 3-14 shows 
example stress profiles extracted from the contour data, along with the profiles provided by the 
measurement vendor. 

 

Figure 3-14 50 Extracted Stress Profiles 

While Figure 3-14 shows 50 example stress profiles, the analysis procedure used 500 extracted 
profiles in order to have adequate statistics to determine confidence bounds and tolerance 
bounds.  Repeating the analysis with 5,000 profiles did not change the results.  Figure 3-15 
compares the tolerance bounds based on two different methods.  One method is based on the 
five stress profiles provided by the contour measurement vendor.  The other method is based on 
extracting 500 stress profiles without modeling and bootstrapping.  Figure 3-15 shows that using 
the extracted 500 stress profiles leads to tighter tolerance bounds. 
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Figure 3-15 Tolerance Bounds for Axial Contour Data 

3.4 Conclusions 

This chapter presented a methodology for quantifying uncertainty in the round robin WRS dataset.  
A statistical model was constructed for the modeling data and the DHD measurement data.  The 
statistical model enabled bootstrap estimates of confidence bounds and tolerance bounds.  For 
the axial contour measurement data, it was not necessary to employ bootstrap techniques.  
Instead, 500 curvilinear stress profiles were extracted from the contour measurements.  Use of 
these profiles allowed direct determination of the mean and tolerance bounds.  This method 
improves on the previous work [1], where uncertainty was described only in subjective terms.  The 
results of this analysis will help inform the development of a validation process in Chapter 5. 
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4  W RS I M PAC T O N F L AW  G RO W TH  C AL C U L ATI O NS 

4 . 1  Reg ulatory  Application 

NRC regulations require owners of nuclear power plants to periodically perform nondestructive 
ex aminations of safety-related piping according to the American Society of Mechanical Engineers 
Boiler and Pressure Vessel Code (ASME Code), Section X I [ 22] , and ASME Code Case N-770 
[ 23] .  If the ex am discovers an indication, then the geometry of the potential flaw is compared to 
the acceptance standards of Section X I, IWB-3500.  If the flaw is not allowable, then the licensee 
must either repair or replace the piping or perform an analytical evaluation according to IWB-3600 
for temporary acceptance of the flaw.  Connected flaws on the inner surface are generally not 
allowed in service because of PWSCC [ 22] .  The NRC has granted short-term regulatory relief to 
licensees, usually in cases where inservice inspection requirements present a demonstrated 
hardship to the plant owner (see [ 24]  as one ex ample).  Figure 4-1 summariz es this process. 

 

F ig ure 4 - 1  ASM E C ode F law D is pos ition Procedure 

An analytical evaluation per ASME Code, Section X I, IWB-3600, involves an engineering estimate 
of the growth of the flaw within an established timeframe.  ASME Code, Section X I, 
Nonmandatory Appendix  C, provides guidance and equations for many aspects of a flaw 
evaluation in piping, including the following: 
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• pipe stress 
• acceptance measures 
• screening for failure mode 
• flaw stability 
• crack growth rate laws [ 25]  

Nonmandatory Appendix  A of Section X I, paragraph A-3000, contains stress intensity factor (SIF) 
solutions that may be applied to piping.  Figure 4-2 outlines the basic procedure of a flaw growth 
evaluation. 

 

F ig ure 4 - 2  Analy tical F law Ev aluation Procedure 

As Figure 4-2 shows, the analytical evaluation requires an assumption about WRS.  In many 
licensee submittals, an FE model serves as the basis behind the assumed WRS.  The focus of 
this chapter is to ex amine how the WRS input affects the flaw growth calculation. 
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4.2 Inputs 

This work draws on a series of flaw growth calculations documented in the technical letter report 
on the Phase 2b study [7].  Table 4-1 shows the inputs for this work. 

Table 4-1 Inputs for Flaw Growth Calculations 

 

OD – outer diameter t – pipe wall thickness a0 – initial flaw depth 
2c0 – initial flaw length T – operating temperature p – operating pressure 
σm – operating membrane stress σb – operating bending stress 

The dimensions in Table 4-1 are consistent with the Phase 2b mockup geometry given in Chapter 
2.  This chapter will examine the case of a circumferential flaw subjected to the WRS profiles 
determined by the axial WRS measurements in the Phase 2b study, as shown in Figure 2-8a and 
Figure 2-10. 

4.3 Superposition of Stresses 

Figure 4-3 shows the residual stress profiles, with σm and σcfp (the crack face pressure stress) 
overlayed on the figure.  A representative contour measurement of axial residual stress is also 
included on the figure. 

 

Figure 4-3 Loads from Various Sources 

OD [mm] t  [mm] Weld Width [mm] a 0 [mm] 2c 0 [mm] T  [oC] p [MPa] σ m  [MPa] σ b  [MPa]
381 36.07 26.48 3.607 7.214 315.6 15.5 60 100
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In the method applied here, σm, σcfp, and WRS were superimposed for the purpose of calculating 
the SIF.  Figure 4-4 shows the results of this superposition, along with annotations of salient 
features of the curves. 

The ID stresses (i.e., at r/t=0) were compressive for each curve, with the contour measurement 
being the most compressive at -166 MPa.  The stress at the initial crack depth (i.e., r/t=0.1) was 
tensile for the DHD curves and compressive for the contour measurement.  The highest stress at 
r/t=0.1 was observed in the 112° curve at 18 MPa. 

Three of the four DHD curves crossed zero for the second time at r/t=0.32, with very little spread.  
The 292° curve deviated from this trend by crossing zero at r/t = 0.37.  The local maximum around 
r/t=0.2 for the 292° curve, however, was less than that of the other three DHD curves.  The DHD 
curves crossed zero a third time at roughly r/t=0.64, although there was noticeable spread about 
this value.  Finally, the contour curve crossed zero only one time, beyond the mid-thickness of the 
pipe and just ahead of the DHD curves. 

 

Figure 4-4 Superposition of Membrane, Crack-Face Pressure, and Weld Residual 
Stresses 

4.4 Stress Intensity Factor and Crack Growth 

The total SIF was the sum of that stemming from global bending stress and that stemming from 
the remaining stresses (i.e., σm, σcfp, and WRS).  The SIF for σb was calculated with influence 
coefficients for global bending [26], according to Equation 4-1. 

                                                           
Q
aGK bbI

πσ=                                                Equation 4-1 
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where Gb is the influence coefficient and Q is the flaw shape parameter.  In this case, σb was 
considered to be the max imum bending stress occurring at the top dead-center location of the 
pipe as a result of the applied bending moment. 

The SIF for the remaining stresses was determined with the Universal Weight Function Method 
[ 27] -[ 28] .  The superimposed stress profiles shown in Figure 4-4 were input into the calculation as 
discrete arrays.  As such, there was no need for a polynomial fit of the stress profile, as is 
sometimes the practice.  The basic form for this SIF solution is shown in Equation 4-2. 

                                                      ( ) ( )∫=
a

I dxxaxhK
0

, σ                                             Eq uation 4 - 2  

where h(x,a) is the weight function.  In this work the SIF was calculated at both the deepest point 
(K90) and the surface point (K0) of the flaw, as shown in Figure 4-5. 

 

F ig ure 4 - 5  SI F  at Two L ocations  along  C rack F ront 

SIF calculations are necessary to use the established crack growth law, which is based on 
laboratory crack growth ex periments on compact tension fracture mechanics specimens [ 25] .  The 
equation describing the crack growth rate is given in Equation 4-3. 

                                            ( )ηφ
τ IthI

refabsg

g KK
TTR

Q
d
da

−





















−−=

11exp                    Eq uation 4 - 3  

Table 4-2 defines the symbols in Equation 4-3. 
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Table 4 - 2  Sy mbol D efinition for Eq uation 4 - 3  

 

4 . 5  F law G rowth  Res ults  

Figure 4-6 shows K90 and a/ t versus time for the flaw growth calculation.  No growth resulted from 
the calculation based on the contour measurement.  The DH D SIF curves ex hibited similar trends 
of increasing to a peak early in time and subsequently decreasing to a plateau.  The 112°  and 
292°  curves showed a rapid increase in SIF later in time.  Correspondingly, the 112°  and 292°  
curves showed through-wall crack growth, while the 22°  and 202°  curves demonstrated crack 
arrest for the time period analyz ed.  H owever, a typical relief request submitted to the NRC is only 
concerned with timeframes of less than 20 years or 240 months, as discussed further in Section 
4.6. 

The 112°  curve started at the highest K90 value and peaked the earliest in time at about 
100 months and 14 MPa√m.  It plateaued at a value of roughly 3.5 MPa√m, which was noticeably 
higher than the other three curves.  After 400 months, the SIF steadily increased, followed by a 
rapid increase at 480 months.  The flaw growth in the depth direction responded to the trends in 
SIF just described.  H ence, when the SIF plateaued at 3.5 MPa√m, the flaw grew linearly in time. 

The other three DH D curves ex hibited similar trends, but with a few differences.  The peak in SIF 
was shifted to later times relative to the 112°  measurement.  This peak was also of a slightly lower 
magnitude, but still in the range of 12– 13 MPa√m.  The 22°  and 202°  curves did not ex hibit the 
sharp increase in SIF in the time period analyz ed here. 
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F ig ure 4 - 6  ( a)  K90 and ( b)  G rowth  in D epth  D irection 

Figure 4-7 shows K0 and 2c/ C, where C is the inner circumference of the pipe, versus time for the 
analytical flaw evaluation.  The SIF value was highest for the 112°  measurement, followed by 
292° , 202° , and 22° .  The crack length grew relatively slowly during the first 100 months for the 
112°  measurement.  After this time, the length steadily grew to 6 %  of the circumference.  The 
other curves ex hibited similar trends but did not grow to the same ex tent. 
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F ig ure 4 - 7  ( a)  K0 and ( b)  g rowth  in leng th  direction 

4 . 6  D is cus s ion 

Figure 4-6 shows the apparent uncertainty in flaw growth calculations resulting from the residual 
stress assumption.  H owever, regulatory relief submittals to the NRC do not evaluate 720 months 
of operation.  In fact, evaluation periods may ex tend only one or two refueling outages (1.5 to 
3 years).  Figure 4-8 shows that the uncertainty in the results decreases for shorter evaluation 
periods. 
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F ig ure 4 - 8  F law G rowth  after 2 0  Y ears  

H owever, it is still useful to ex amine the reasons behind the apparent sensitivity to residual stress 
assumption evident in Figure 4-6.  As Figure 4-4 shows, the 112°  case remained within 50 MPa of 
the other DH D measurements for the first 30 %  of the wall thickness.  Even so, the calculated flaw 
growth roughly doubled the others with a/ t= 0.3 at 100 months for the 112°  curve.  Only the 112°  
and 292°  cases showed through-wall crack growth.  The 292°  residual stress led to through-wall 
growth despite peaking below 100 MPa at r/t= 0.2, which is in stark contrast to the remaining 
curves.  This section will seek to ex plain how features of the assumed residual stress profile may 
affect the calculated flaw growth behavior. 

The SIF for membrane and residual stresses is given by the integral shown in Equation 4-2.  As a 
first approx imation, this integral is similar to the area under the curves of Figure 4-4.  Figure 4-9 
shows the area under these curves as calculated by the trapez oidal rule. 
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Figure 4-9 (a) Membrane Stresses, (b) Area under the Curve 

The area under the curve in Figure 4-9(b) reveals greater contrasts among the various 
measurements than the stress profiles in Figure 4-9(a).  The area under the 112° curve remains 
clearly highest until about half way through the wall thickness, where the 292° curve becomes 
slightly dominant.  The 292° curve, despite peaking at a lower stress magnitude than the other 
measurements, remains tensile for the greatest depth.  This fact keeps the SIF high enough 
through the calculation to allow for through-wall growth by 720 months.  Once the crack tip 
reaches the compressive zone (e.g., r/t=0.32), the 22° and 202° measurements show a steeper 
drop in both stress magnitude and area under the curve.  This leads to crack arrest in these two 
cases. 
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4.7 Conclusion 

This chapter confirms previous work showing that flaw growth calculations are sensitive to the 
residual stress input [29].  Features of the residual stress curves that affected the results included 
the following: 

• the ID stress magnitude  
• the stress magnitude at initial flaw depth 
• the location through the wall thickness where the compressive zone started 
• the slope of the curve in the compressive zone 

 
While Chapter 5 presents a validation methodology for WRS FE models, this chapter 
demonstrates that simplified approaches for judging the adequacy of residual stress inputs may 
also be applied.  Where confirmatory analyses of residual stress predictions are practical, the 
listed features can be compared and contrasted to provide confidence in assumed inputs.  
Estimating the area under the curve may also provide additional insights.  While current 
approaches to flaw evaluation appear to be adequate, a validation methodology for WRS FE 
models may ease regulatory uncertainty and review times for relief requests. 
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5 VALIDATION PROCEDURE AND FINITE ELEMENT GUIDELINES 

5.1 Introduction 

This chapter draws on the uncertainty quantification methodology described in Chapter 3 to 
develop a validation procedure for FE predictions of WRS.  Accompanying the validation 
procedure are guidelines for creating FE models of WRS.  Together, the validation method and 
guidelines may increase confidence in WRS inputs in relief requests. 

The procedure proposed here involves two aspects:  (1) establishing and justifying modeling 
guidelines (Sections 5.2 and 5.3) and (2) proposing a series of quality metrics an analyst can 
calculate to objectively assess the quality of an individual FE prediction of WRS (Section 5.4).  
The discussion in Sections 5.2 and 5.3 assesses the Phase 2b dataset as a whole, while Section 
5.4 focuses on a particular analyst seeking to validate an FE methodology. 

The approach presented here requires an individual analyst to construct an FE model of the 
Phase 2b mockup, according to the guidelines given in [7].  A series of quality metrics and 
acceptance measures are proposed to validate the analyst’s prediction.  Since this process is 
aimed at deterministic fitness-for-service calculations (see Chapter 4), the metrics were designed 
to ensure acceptable predictions of flaw growth. 

The Phase 2b dataset is directly applicable to axisymmetric (i.e., two-dimensional) models of 
dissimilar metal butt weld geometry.  Extending this procedure to other geometries may require 
additional work, such as fabrication of a mockup and measurement of residual stress.  Section 5.6 
discusses further the validation of residual stress predictions in other applications. 

5.2 Material Hardening Law 

One topic identified in earlier work was the need to establish guidance on hardening law choice 
because of the significant impact this assumption has on the FE results [1].  This section 
describes measurement-model comparisons with the goal of making informed judgments about 
the appropriate approach to modeling material hardening during thermal cycling that occurs during 
welding operations.  This section first describes a methodology to account for modeling and 
measurement uncertainty when making measurement-model comparisons, as developed in [13].  
Sections 5.2.3 and 5.2.4 compare and contrast three approaches (isotropic, nonlinear kinematic, 
and the average of isotropic and kinematic) to hardening law.  

5.2.1 Difference in Means and Root Mean Square Error Functions 

One method used here to investigate the performance of various hardening law approaches is to 
examine the difference in means between the predictions and the measurements in the Phase 2b 
dataset.  The methodology, described in [13], is summarized as follows. 

1. Sample ne measurement WRS functions and np prediction WRS functions from the model 
described in Chapter 3 on a fine grid of L values of d, where d is the normalized distance 
through the pipe wall thickness.  This results in samples of WRS functions from both 
measurements and predictions representing uncertainty in both.  Let f be a function 
representing sampled measurement WRS profiles and g be a function representing 
sampled prediction WRS profiles, as follows. 
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( )ki df , k = 1,2,…,L and i = 1,2,…,ne 

( )ki dg , k = 1,2,…,L and i = 1,2,…,np 

where i represents the ιth sample.  The two functions are sampled independently. 

2. Compute ( ) ( ) ( )( )kssss dhdhdhh ,...,, 21=  where 

                                               ( ) ( ) ( )∑ ∑
= =

−=
e pn

i

n

i
ki

p
ki

e
ks dg

n
df

n
dh

1 1

11                          Equation 5-1 

The subscript s represents the sth difference in means calculation. 

3. As a measure of prediction quality, calculate the root mean square error (RMSE) of hs, 
which is defined as 
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21                                        Equation 5-2 

4. Repeat steps 1, 2, and 3 S times.  In this study, S = 1,000. 

5. Compute the pointwise 0.975 and 0.025 quantiles of hs(dk) and RMSE over the S samples 
for each k.  These quantiles form a pointwise 95 % bootstrap confidence bound for the 
population difference of means function and the RMSE. 

This methodology allows consideration of both measurement and modeling uncertainty when 
assessing the quality of predictions. 

5.2.2 Assessment of Prediction Trends 

WRS predictions should capture variations in stress magnitude with spatial position.  Within the 
context of the procedure outlined in Section 5.2.1, this means that the estimated confidence 
bounds on the mean difference function, hs(dk), should encompass zero.  If the confidence bounds 
on the mean difference function do not encompass zero, this implies a prediction bias.  Figure 5-1 
shows how well the nonlinear kinematic hardening FE results for axial stress predict the DHD 
measurements.  Figure 5-1 clearly illustrates where the nonlinear kinematic predictions 
systematically over- and under-predict the DHD data in a statistically significant manner.  In Figure 
5-1(b), a positive mean difference implies an underprediction of the measurements. 

  



5-3 

 

 

 

Figure 5-1 Nonlinear Kinematic Hardening Predictions against the DHD Measurements: 
(a) Actual Data and (b) Mean Difference Function and Tolerance Bounds  
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Figure 5-2 and Figure 5-3 show similar figures for isotropic hardening and average hardening, 
respectively.  Overall, the mean difference functions for these two cases remain closer to zero 
throughout the wall thickness than was observed for the nonlinear kinematic predictions.  There 
are locations through the wall thickness where the tolerance bounds do not encompass zero, 
indicating certain trends that are not captured by the FE.  In Figure 5-2(b) and Figure 5-3(b), for 
instance, the isotropic and average hardening results consistently underpredict the DHD 
measurements around r/t=0.75.  A result such as that in Figure 5-2(b), while not perfect, indicates 
that the predictions are reasonable in a qualitative sense. 
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Figure 5-2 Isotropic Hardening Predictions against the DHD Measurements: (a) Actual 
Data and (b) Mean Difference Function and Tolerance Bounds  
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Figure 5-3 Average Hardening Predictions against the DHD Measurements: (a) Actual 
Data and (b) Mean Difference Function and Tolerance Bounds 

 

Appendix A shows other plots similar to Figure 5-1, Figure 5-2, and Figure 5-3 for all.  Table 5-1 
lists all the relevant cases and the corresponding location of the data plots. 
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Table 5 - 1  B ench mark C as es  and Th eir L ocation in Appendix  A 

 

Table 5-2 contains a qualitative description of the prediction quality for each of the cases in Table 
5-1 along with a description of where measurement trends are not well captured by the model 
predictions.  The mean RMSE is included in Table 5-2 for a quantitative point of reference.  Table 
5-2 indicates that RMSE alone may not be an adequate indicator of prediction quality.  For case 3 
(ax ial stress, average hardening, DH D benchmark) RSME= 48.14 MPa, which is a relatively low 
value for this dataset.  H owever, the average hardening approach consistently underpredicted the 
DH D measurements at r/ t= 0.25 and 0.75 for this case.  In contrast, case 5 (hoop stress, isotropic 
hardening, DH D benchmark) had a relatively high RSME but no evident prediction bias.  In other 
words, the confidence bounds encompassed z ero throughout the entire thickness for case 5 
(Figure A-5).  Case 9 (ax ial stress, average hardening, contour benchmark) is perhaps the best 
agreement between measurements and models obtained in this study.  Figure A-9 shows that, 
where systematic prediction biases ex isted, the tolerance bounds were very close to 
encompassing z ero.  This case also had the lowest mean RMSE (36.77 MPa).  Overall, this work 
(and past work [ 1] -[ 2] ) demonstrates that FE provides reasonable predictions of residual stress.  
Although, it is evident that established guidelines on hardening law approach are needed. 
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Table 5 - 2  Q ualitativ e As s es s ment of Prediction B ias  

 

5 . 2 . 3  As s es s ment of Root M ean Sq uare Error 

RMSE (Equation 5-2) may be one potential indicator of prediction quality.  This value provides a 
general measure of how well stress magnitudes are predicted.  Table 5-3 and Table 5-4 show 
RMSE for the various comparison cases for the DH D benchmark and the contour benchmark, 
respectively. 
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Table 5-3 RMSE for DHD Benchmark 

 

 

Table 5-4 RMSE for Contour Benchmark 

 

Figure 5-4 and Figure 5-5 show these values plotted as bar charts, including the appropriate 
confidence bounds, for the axial stress predictions and the hoop stress predictions, respectively.  
In most cases, the models that used the nonlinear kinematic assumption demonstrated the 
highest RSME.  For the axial stress predictions with contour benchmark [Figure 5-4(b)], the 
nonlinear kinematic and isotropic models were indistinguishable.  This is also the only case where 
the average hardening approach showed clearly superior predictions than the isotropic models.  In 
all other cases, the apparent improvement in prediction agreement of average over isotropic was 
within the confidence bounds on RMSE. 

 

Figure 5-4 Root Mean Square Error for Axial Stress Predictions: (a) DHD Benchmark and 
(b) Contour Benchmark 
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Figure 5-5 Root Mean Square Error for Hoop Stress Predictions: (a) DHD Benchmark and 
(b) Contour Benchmark 

5.2.4 Hardening Law Recommendation 

This study investigated three hardening law approaches: nonlinear kinematic, isotropic, and the 
average of the kinematic result and isotropic result.  Two aspects that should be assessed when 
evaluating different hardening law approaches are prediction bias and RMSE.  Table 5-2 indicates 
that the through-wall trends were predicted well for three cases: 2, 5, and 9.  Overall, the analysis 
in this section indicates that the nonlinear kinematic hardening models were the least accurate.  
While the uncertainties were large, there was some indication that the averaging approach 
provides better predictions than isotropic.  Given these considerations, the authors recommend 
use of the averaging approach.  Based on this study, the NRC considers that the mean of the 
average models is validated against the measured data, and therefore it is acceptable to validate 
further models against the mean of the average models. 

This study did not consider the Lemaitre-Chaboche hardening law, also known as mixed 
hardening [34].  Real materials exhibit both isotropic and kinematic hardening characteristics.  The 
experimental material data needed to develop a mixed hardening law were not available at the 
time the Phase 2b round robin was began.  In the future, it may be valuable to repeat a round 
robin modeling study with mixed hardening to investigate how well this hardening law compares 
with the measurement data presented here.  The same statistical methods should be applied to 
account for both modeling and measurement uncertainty and develop tolerance bounds on the 
mean difference function. 

5.3 Modeling Guidelines 

While hardening law may be the most important factor, guidelines regarding other modeler 
choices have been developed through industry experience [11] and through the round robin 
studies [1].  These guidelines were provided to the Phase 2b modelers as instructions to 
participate in the round robin analysis effort, as described in [7].  As indicated by the comparisons 
of measurements and models in Section 5.2.2 and Appendix A, there is a general, qualitative 
sense that the FE predictions of residual stress from the Phase 2b study are reasonable (e.g., see 
Figure A-5 and Figure A-9).  Thus, the modeling guidelines of [11] are adopted here.  The 
recommendations for axisymmetric models are shown in the following list. 
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• Weld Bead Geometry Definition 
o Modeling the precise bead shape is unnecessary. 
o Weld beads may be approximated as trapezoids. 
o The total number of weld beads, the number of weld layers, and the number of beads 

in each layer should approximate the real weld configuration as closely as possible. 
o Given current computational capabilities, modeling a realistic number of weld passes 

in an axisymmetric model is feasible.  Approximations resulting from pass-lumping 
should be avoided. 

o Where fabrication records are lacking, the assumed weld configuration should be 
based on common industry practice and knowledge of the component (e.g., nominal 
wall thickness). 

o The cross-sectional area of each weld bead should be approximately equal to aid in 
heat input tuning. 

• Bead and Process Sequence 
o Residual stress FE models are path-dependent.  The analyst should model the actual 

fabrication process as closely as possible, including bead sequencing, number and 
size of weld beads, and other relevant processes (e.g., repairs and PWSCC 
mitigation). 

o The analyst should explicitly model the application of the butter and associated 
postweld heat treatment. 

• Element birth and death methodology for welding process modeling 
o Several different methodologies may be acceptable to model the addition of material 

as the weld is deposited.   
o One method consists of removing the weld elements at the beginning of the 

simulation, and then adding one weld pass at a time in a stress-free configuration but 
with active temperature dependent material properties, heating it and cooling it, and so 
on. 

o Another method consists of having the elements present at all times in the model, but 
only activation their temperature dependent material properties once a pre-determined 
temperature is reached (perhaps the melting temperature). 

• Heat Input Model Tuning 
o Tuning the heat input to match known quantities, such as expected interpass 

temperature, is acceptable but not required. 
o In all cases, the analyst should visually confirm that the entire weld bead reaches the 

melting temperature.  The material surrounding the weld bead should also reach the 
melting temperature, such that the size of the fusion zone in the actual weld is 
matched as closely as possible. 

• Structural and Thermal Boundary Conditions 
o In general, boundary conditions should represent the physical situation being modeled.  

As such, they can change from application to application. 
o For a typical dissimilar metal butt weld, axial displacement in one node, located away 

from the weld at the edge of the model, should be constrained (see [11] for more 
information). 
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o For a weld to infinitely-long straight pipe, the modeled pipe length should be 4 times 
the ID to avoid edge effects. 

o For the nozzle and pipe cross-sections typically of interest in reactor coolant pressure 
boundary welds, heat convection at the surface is negligible compared to conduction 
through the part. 

• Material Properties 
o The average of isotropic and nonlinear kinematic is the recommended hardening 

approach. 
o The temperature-dependent material properties provided to the Phase 2b round-robin 

participants (see Appendix B) may be used, subject to the following constraints. 
 The material property inputs should accurately reflect the materials in the real 

situation, including temperature dependence. 
 The scope of material property inputs depends on the material behavior required to 

successfully execute all aspects of the model.  For example, creep properties are 
required to approximate stress relaxation during postweld heat treatment. 

• Element Selection and Mesh 
o Quadrilateral, linear elements should be applied. 
o Quadratic and triangular elements should be avoided in all regions of the model, 

because they tend to result in slight discontinuities in profiles due to more complex 
interpolations between Gauss points. Mesh refinement with linear elements is 
preferred over the use of quadratic or triangular elements. 

o A fine mesh is recommended in the weld regions of the model.  Approximate element 
size for the weld passes should be 1.00 mm2.  This corresponds to 10-25 elements in 
a typical weld pass in reactor coolant pressure boundary nozzle welds. 

o The mesh may coarsen away from the weld regions. 

5.4 Proposed Validation Scheme 

The purpose of this Section is to develop a process to judge the quality of a particular WRS 
prediction.  To apply the method proposed here, an analyst must create an FE model of the 
Phase 2b mockup according to the guidelines of Section 5.3 and reference [7].  Then, the analyst 
calculates a series of quality metrics to judge how well the analyst’s prediction agrees with the 
round robin dataset.  This validation methodology was developed assuming that the end 
application is a deterministic flaw growth calculation.  As such, flaw growth studies were 
performed here to inform development of the metrics and acceptance measures.  Section 5.5 
summarizes the entire validation process, while Section 5.6 gives additional recommendations on 
modeling a real application. 

5.4.1 Overview of Approach 

As discussed in [19], validation of a model determines how well the model reflects the physical 
system being approximated.  A validation approach requires a benchmark, a set of metrics, and 
acceptance measures.  Section 5.4.2 describes the recommended benchmark and associated 
justification.  The recommended metrics and acceptance measures were based on a flaw growth 
argument.  The concept applied here was to find a set of metrics that were relevant to flaw growth 
predictions.  The metrics should, therefore, interrogate features of a residual stress curve that are 
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important to flaw growth.  Two metrics are proposed here for validating FE predictions of residual 
stress: 

1. RMSE on WRS magnitude through the entire wall thickness 
2. Average difference up to the initial crack depth 

Sections 5.4.7, 5.4.8, and 5.4.10 describe and develop these metrics in detail.  Each metric 
will have associated acceptance measures.  The proposed acceptance measures are based 
on values of the metric that lead to a reasonable crack growth prediction, given the chosen 
benchmark.  Sections 5.4.9 and 5.4.11 develop these acceptance measures.  Additional 
analysis of potential metrics and acceptance measures appears in Appendix D.  While the 
recommended acceptance measures were developed assuming an average hardening 
benchmark, corresponding criteria assuming an isotropic hardening benchmark are included 
in Sections 5.4.8 and 5.4.10 for illustration purposes.  Additional analysis of potential metrics 
and acceptance measures for isotropic hardening appears in Appendix E. 

5.4.2 Benchmark 

Validation first requires choice of a benchmark that reflects the real world.  The predictions of the 
model can then be quantitatively compared to the benchmark to assess the robustness of the 
modeling approach.  Often, physical measurements are a natural choice of benchmark.  In the 
application of concern here, there are four possibilities for a benchmark. 

1. DHD measurement data 
2. contour measurement data 
3. average of 1 and 2 
4. mean of the Phase 2b models 

In the case of WRS, the “measurement data” is part physical measurement and part model, since 
residual stress cannot be directly measured.  This fact complicates the rigorous selection of a 
benchmark for validating residual stress predictions.  Lewis and Brooks [13] compared the Phase 
2b DHD and contour measurement results to each other using the same methodology outlined in 
Section 5.2.1 for comparing models to measurements.  Figure 5-6 suggests that the two 
measurements are significantly different than each other, especially near the inner surface.  The 
flaw growth calculations in Chapter 4 show that the differences between the contour and DHD 
measurements lead to different flaw growth results.  Averaging the two measurements (option 3) 
may not be a valid option, since there is no reason to believe that the two datasets belong to the 
same population.  While a benchmark based upon the measurements may be ideal, parsing out 
which measurement is most correct (option 1 or option 2) requires a more thorough investigation 
than was performed in this work.  The analysis in Section 5.2 suggests that the average hardening 
modeling results provide reasonable predictions of the measurement data.  Given the 
complications associated with the measurement benchmark and the analysis in Section 5.2, the 
mean of the average hardening models from the Phase 2b study was chosen as a benchmark for 
demonstrating how a validation process may be developed. 
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Figure 5-6 Comparison of DHD and Contour Axial Stress Predictions (a) Raw Data and 
(b) Difference in Means 

5.4.3 Circumferential Flaw Growth – Isotropic Hardening 

Figure 5-7 shows the seven smoothed isotropic WRS profiles that passed the initial outlier 
screening discussed in Section 3.2.2.  These profiles represent the axial WRS predictions from 
the Phase 2b study, along with the mean WRS profile.  The mean profile is the mean of six of the 
predictions in Figure 5-7.  Although prediction B was screened out of certain calculations, as 



5-15 

described in Section 3.2.8, it is included in this discussion for illustrative purposes.  The mean 
profile in Figure 5-7 is the cross-sectional mean, as described in [13]. 

 

Figure 5-7 Smoothed Axial WRS Profiles and Mean, Isotropic Hardening 

The flaw growth study in Chapter 4 (see Table 4-1) was repeated assuming a circumferential flaw 
and the residual stress profiles in Figure 5-7.  The results are shown in Figure 5-8. 

 

Figure 5-8 Circumferential Flaw Growth, Isotropic Hardening 
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As mentioned in Chapter 4, 720 months is much longer than a typical industry flaw analysis.  
However, decreasing the evaluation period did not affect the metrics and acceptance measures 
(see Appendix E).  The mean WRS profile exhibited flaw growth to 45 % through-wall in 
250 months, followed by flaw arrest.  Three other residual stress predictions (D, E, and G) led to 
arrest at 45-50 % through-wall.  The other four WRS profiles (A, B, C, and F) led to different crack 
growth behavior.  Using participant B’s WRS profile, the flaw grew through-wall in under 
200 months.  The remaining calculations showed negligible growth throughout the evaluation 
period. 

This qualitative discussion of the different flaw growth predictions aids in establishing quantitative 
acceptance measures for the three quality metrics proposed in Sections 5.4.8 and 5.4.10.  WRS 
predictions D, E, and G are considered reasonable, given that they result in similar end-of-life 
flaws as the proposed benchmark. 

5.4.4 Circumferential Flaw Growth – Average Hardening 

Figure 5-9 shows the seven smoothed average hardening WRS profiles that passed the initial 
outlier screening discussed in Section 3.2.2.  These profiles represent the axial WRS predictions 
from the Phase 2b study, along with the cross-sectional mean WRS profile. 

 

Figure 5-9 Smoothed Axial WRS Profiles, Average Hardening 

The flaw growth results are shown in Figure 5-10.  Once again, as mentioned in Chapter 4, 
720 months is much longer than a typical industry flaw analysis.  However, decreasing the 
evaluation period did not affect the metrics and acceptance measures (see Appendix D). 
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Figure 5-10 Circumferential Flaw Growth, Average Hardening 

In comparison to the isotropic case in Figure 5-8, there is more uncertainty in the flaw growth 
prediction.  It is also apparent that the average hardening WRS predictions led to through-wall 
flaw growth, while three cases arrested for the isotropic curves.  The averaging approach tends to 
decrease the magnitude of tensile and compressive stress peaks, relative to isotropic hardening.  
On the one hand, the shallower compressive troughs of average hardening speeds up crack 
growth and leads to more cases that go through-wall.  On the other hand, arresting of the flaws 
with isotropic hardening decreases uncertainty, since the exact magnitude of the compressive 
trough is only important in cases where the flaw has not arrested.  As will be shown in Section 
5.4.9, these variances lead to different approaches to determining appropriate acceptance 
measures.  Therefore, the exact values of the acceptance measures are dependent upon the 
choice of the benchmark in the approach adopted here. 

5.4.5 Axial Flaw Growth – Isotropic Hardening 

Figure 5-11 shows the seven smoothed hoop WRS profiles that passed the initial screening 
described in Section 3.2.2, assuming isotropic hardening.  The hoop stresses are distinct from the 
axial stresses in that there is no force balance requirement through the wall thickness, given path 
data extracted from an axisymmetric analysis.  While the area under the curve of an axial stress 
profile extracted from an axisymmetric FE model will be roughly zero, that of a hoop stress profile 
may be non-zero.  These differences are apparent in the smoothed curves of Figure 5-7 and 
Figure 5-11. 
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Figure 5-11 Smoothed Hoop WRS Profiles, Isotropic Hardening 

Figure 5-12 shows the axial flaw growth results, assuming the residual stress profiles of Figure 
5-11.  The results appear much more consistent among the various stress inputs than was 
observed for the circumferential flaw growth study in Figure 5-8.  This result is a consequence of 
the hoop residual stresses being either positive or only slightly negative in the initial flaw depth 
zone.  With the axial stresses being compressive in the initial flaw depth zone, the exact 
magnitude of the compressive stress can have a large impact on the flaw growth early in time.  
Whereas the axial flaw will always exhibit early growth in the depth direction, the circumferential 
flaw may or may not, depending on the interaction of the residual stresses with operating loads. 
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F ig ure 5 - 1 2  Ax ial F law G rowth ,  I s otropic H ardening  

Prediction A is unique in that it led to crack arrest at 50 %  through-wall for an ax ial flaw.  All other 
residual stress predictions led to through-wall growth in under 200 months.  Table 5-5 shows the 
time to through-wall for each prediction, with a value of 1,000 months assigned to prediction A to 
represent “essentially infinite.”  These observations will inform quality metrics for hoop stress 
predictions using isotropic hardening. 

Table 5 - 5  Time to Th roug h - W all 
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5.4.6 Axial Flaw Growth – Average Hardening 

Figure 5-13 shows the seven smoothed hoop WRS profiles that passed the initial screening 
described in Section 3.2.2, assuming average hardening. 

Figure 5-13 Hoop WRS Profiles, Average Hardening 

Figure 5-14 shows the corresponding crack growth results. 

Figure 5-14 Axial Flaw Growth, Average Hardening 

As was seen for the circumferential crack case, the uncertainty in time to through-wall increases 
for average hardening relative to the isotropic results shown in Figure 5-12.  This increase in 
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uncertainty is due to the fact that the averaging process broadened the tensile concave-down 
region in the first 50 % of the wall thickness.  The effect is illustrated more clearly in Figure 5-15, 
which shows the stress intensity factors as a function of time for the first 200 months.  The time of 
the initial peak in stress intensity factor is much more variable for the average hardening law case. 

Figure 5-15 Stress Intensity Factor: (a) Isotropic Hardening and (b) Average Hardening 

5.4.7 Overview of Quality Metrics 

To complete the validation procedure, an analyst must complete an FE model of the Phase 2b 
mockup with isotropic hardening.  The analyst then extracts WRS data from a weld centerline path 
(because that is the location at which the DHD and contour data were measured for comparison).  
The analyst may also smooth the extracted profile, provided that the smoothed WRS profile is 
representative of the original.  The extracted profile and the cross-sectional mean profiles shown 
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in Figure 5-7 and Figure 5-11 are then used to calculate two quality metrics.  This section 
develops the recommended metrics. 

The first quality metric involves RMSE averaged through the entire wall thickness, as described in 
Equation 5-3. 

( )∑
=

−=
L

k

mean
kkWRS WRSWRS

L
RMSE

1

21  Equation 5-3 

where k and L are the same as in Equation 5-2, WRSk is the analyst’s predicted stress magnitude 
at the kth position through the wall thickness, and WRSkmean is the cross-sectional mean prediction 
(see [13]).  For the analyst to complete this step, the WRS values from the analyst’s FE 
calculation should be extracted at the same spatial intervals as those shown in Appendix C (i.e., 
every 1 % of the thickness).  This quality metric provides an overall measure of how close the 
predicted stress magnitudes are to the mean of the Phase 2b isotropic hardening predictions. 

The second quality metric is average difference over the initial flaw depth.  This metric is related to 
the importance of the stress prediction over the distance corresponding to the initial flaw depth 
(the first 10 % of wall thickness, in this case).  The stress magnitude and trends in this area have 
a profound impact on circumferential flaw growth behavior, as discussed further in Section 5.4.8.  
This metric is calculated according to Equation 5-6. 
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where L0.1 is the number of spatial locations where WRS is determined up to xnorm=0.1. 

5.4.8 Quality Metrics for Axial Stress Predictions 

This section explores how the proposed metrics can be applied to discriminate between axial 
residual stress predictions, with reference to the circumferential flaw growth studies presented in 
Sections 5.4.3 and 5.4.4.  As such, two approaches are considered here: one using the isotropic 
hardening predictions and the other using the average hardening predictions.  This discussion 
leads to proposing acceptance measures for each of the metrics.  Final recommendations on 
acceptance measures are presented in Section 5.4.9. 

Table 5-6 shows the two quality metrics applied to the seven isotropic predictions.  The entries are 
sorted according to how the corresponding circumferential crack growth prediction compared with 
the mean prediction (see Figure 5-8).  The prediction was deemed to yield “similar” flaw growth 
results as the benchmark if the final flaw depth was within 10 % of the wall thickness (i.e., within 
a/t=0.1) of the benchmark case.  Thus, predictions D, E, and G were deemed to yield acceptable 
flaw growth results. 
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Table 5-6 Quality Metrics Applied to Phase 2b Axial Isotropic Predictions 

 

Table 5-6 demonstrates that RMSEWRS alone is not a sufficient measure of the quality of the 
prediction.  For example, RMSEWRS for prediction C was the minimum of the seven predictions at 
43 MPa.  However, diffavg for prediction C was -55 MPa.  Figure 5-16 shows a plot of prediction C 
compared against the mean WRS.  The fact that prediction C was below the mean for the first 
10 % of the wall thickness severely impacted the flaw growth calculation, such that the flaw never 
grew.  Therefore, it is important that diffavg be closer to zero in order to obtain the expected crack 
growth behavior. 

 

Figure 5-16 Prediction C (Isotropic) against the Mean Prediction 

Participant RMSE WRS  [MPa] diff avg  [MPa] Crack Growth
D 52 8 Similar
E 48 22 Similar
G 74 -1 Similar
B 109 120 Too Fast
A 78 -84 Too Slow
C 43 -55 Too Slow
F 67 -16 Too Slow
Min 43 -84
25th percentile 50 -36
Median 67 -1
75th percentile 76 15
Max 109 120
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Since the flaw growth results were more variable for average hardening (see Figure 5-10), 
discriminating between good and bad predictions requires a different thought process.  In the case 
of average hardening, the authors chose the 3 predictions (roughly, the top 50 %) that matched 
closest to the benchmark as acceptable WRS predictions.  For this case, predictions D, E, and G 
were again considered acceptable.  Table 5-7 shows the values of the quality metrics for each of 
the average hardening predictions. 

Table 5-7 Quality Metrics Applied to the Phase 2b Axial Average Hardening Predictions 

 

5.4.9 Recommended Acceptance Measures – Axial Residual Stress 

While the analysis in Section 5.4.8 was applied to both the isotropic hardening and average 
hardening datasets, the final recommended acceptance measures should be based on one or the 
other.  The discussion in Section 5.2 indicated that the averaging approach may be preferable to 
isotropic hardening.  Therefore, the recommend acceptance measures is based upon the analysis 
of the average hardening dataset in Table 5-7.  In general, the recommended acceptance 
measures are based upon values of the metric that (1) screen out those WRS curves that lead to 
unreasonable crack growth predictions and (2) screen in those curves that lead to reasonable 
crack growth predictions.  For RMSEWRS, the recommended criterion is RMSEWRS≤55 MPa.  The 
recommended acceptance criterion for diffavg is -15 MPa≤ diffavg≤15 MPa. 

5.4.10 Quality Metrics for Hoop Stress Predictions 

Table 5-8 shows the two quality metrics for the seven isotropic hoop stress predictions, sorted 
according to time to through-wall (see Figure 5-12). 

Participant RMSE WRS  [MPa] diff avg  [MPa] Delta from Mean Time to leakage
D 29 -10 71 512
E 32 11 -181 260
G 52 14 -86 355
B 79 92 -338 103
A 59 -55 559 1000
C 28 -31 408 849
F 46 -20 559 1000
Min 28 -55 103
25th percentile 30 -26 308
Median 46 -10 512
75th percentile 56 12 925
Max 79 92 1000
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Table 5-8 Quality Metrics Applied to Phase 2b Hoop Isotropic Predictions 

 

The time to leakage assuming the mean hoop residual stress profile in Figure 5-11 was 105 months.  
This value was considered as a benchmark for this discussion.  The times to leakage assuming 
Participant G, E, and C’s residual stress profiles were each within 36 months of this value.  Thirty-
six months corresponds to the length of time for two refueling outages.  Participant E’s case is 
straightforward, in each quality metrics were relatively low in magnitude.  Participant G, on the other 
hand, had a high RMSEWRS value of 82 MPa.  Figure 5-17 compares Participant G’s prediction 
against the mean curve.  The high value of the WRS for 0.1<r/t<0.3 is apparent.  However, the 
relatively low diffavg and close agreement of the curves in other spatial locations led to an acceptable 
flaw growth result. 

Participant RMSE WRS  [MPa] diff avg  [MPa] Delta from Mean Time to leakage
D 70 95 -51 54
E 49 23 -7 98
G 82 23 -29 76
B 114 156 -61 44
A 86 -68 895 1000
C 53 -71 23 128
F 59 1 33 138
Min 49 -71 44
25th percentile 56 -34 65
Median 70 23 98
75th percentile 84 59 133
Max 114 156 1000
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Figure 5-17 Hoop Stress Prediction from Participant G 

Prediction C is shown against the mean curve in Figure 5-18.  For the circumferential flaw growth, 
a negative diffavg could easily lead to complete arrest of the flaw.  This is not the case for axial flaw 
growth.  When operating loads are superimposed on the hoop stresses, the flaw still grows in the 
depth direction.  Even though Participant C’s diffavg was -71 MPa, a reasonable time to leakage of 
128 months was still possible.  However, diffavg remains an important metric for the hoop stresses, 
as demonstrated by Participant D (Figure 5-19).  Participant D’s diffavg was highly positive, and this 
led to a short time to leakage of 54 months, as compared to the assumed benchmark of 105 months. 
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Figure 5-18 Hoop Stress Prediction from Participant C 

 

Figure 5-19 Hoop Stress Prediction from Participant D 

Since the flaw growth results were more variable for average hardening (see Figure 5-14), 
discriminating between good and bad predictions requires a different thought process.  As was 
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proposed in Section 5.4.8, the authors chose the 3 predictions (roughly, the top 50 %) that 
matched closest to the benchmark as acceptable WRS predictions.  For this case, predictions D, 
E, and G were again considered acceptable.  Table 5-9 shows the values of the quality metrics for 
each of the average hardening predictions. 

Table 5-9 Quality Metrics Applied to Phase 2b Hoop Average Hardening Predictions 

 

5.4.11 Recommended Acceptance Measures – Hoop Residual Stress 

While the analysis in Section 5.4.10 was applied to both the isotropic hardening and average 
hardening datasets, the final recommended acceptance measures should be based upon one or 
the other.  The discussion in Section 5.2 indicated that the averaging approach may be preferable 
to isotropic hardening.  Therefore, the recommend acceptance measures is based upon the 
analysis of the average hardening dataset in Table 5-9.  In general, the recommended 
acceptance measures are based on values of the metric that (1) screen out those WRS curves 
that lead to unreasonable crack growth predictions and (2) screen in those curves that lead to 
reasonable crack growth predictions.  For RMSEWRS, the recommended criterion is 
RMSEWRS≤70 MPa.  The recommended acceptance criterion for diffavg is 0≤diffavg≤65 MPa. 

5.5 Summary of Validation Procedure 

This section is a final summary of the validation procedure developed in this Chapter. 

1. The analyst executes an axisymmetric FE model of the Phase 2b mockup, according to 
the guidelines in Section 5.3 and reference [7].  The model should be run twice: once with 
isotropic hardening properties and once for nonlinear kinematic hardening properties (see 
Appendix B). 

2. The analyst extracts a number of WRS profiles from the FE results. 
a. axial and hoop WRS for isotropic hardening 
b. axial and hoop WRS for nonlinear kinematic hardening 
The profiles should be extracted from the centerline location because that is where DHD 
data was available for comparison.  The analyst may smooth the FE WRS profiles (see 

Participant RMSE WRS  [MPa] diff avg  [MPa] Delta from Mean Time to leakage
D 49 47 -91 112
E 26 13 -31 172
G 68 63 -87 116
B 74 114 -121 82
A 51 -37 517 720
C 34 -56 137 340
F 50 -30 288 491
Min 26 -56 82
25th percentile 42 -33 114
Median 50 13 172
75th percentile 60 55 416
Max 74 114 720



5-29 

[13] for one approach), provided the smoothed profiles are reasonable representations of 
the FE results.  The final WRS profiles should consist of 100 uniformly-spaced data points. 

3. The analyst should average the axial nonlinear kinematic and isotropic WRS profiles to 
obtain an axial average hardening profile.  The analyst should repeat this step for hoop 
WRS. 

4. The analyst calculates the first derivative of the WRS profiles.  If an analytical form of the 
WRS profiles is available (e.g., as obtained from smoothing), then the profiles may be 
differentiated analytically.  Otherwise, Equation 5-4 may be used as an approximation to 
the first derivative. 

5. The means of the average hardening Phase 2b predictions, along with their first 
derivatives, are given in tabular form in Appendix C.  These values are needed for step 6. 

6. Using the data gathered in steps 2-5, the analyst should calculate the two quality metrics; 
RMSEWRS and diffavg; according to the equations given in Section 5.4.7.  The analyst 
should calculate diffavg according to the initial flaw depth of interest.  In the absence of 
other information, the analyst may assume a/t=0.1 initial flaw depth. 

7. The analyst compares the calculated values with the acceptance measures summarized in 
Table 5-10 and Table 5-11. 

8. If all acceptance measures are met, then the analyst has passed the validation exercise.  
The analyst proceeds to step 10. 

9. If one or more acceptance measures are not met, then the analyst and an independent 
individual in the organization should carefully review the model. 
a. They should verify that (i) all modeling guidelines in Section 5.3 were followed, (ii) all 

dimensions were correct, and (iii) all material property inputs were correct. 
b. They should discuss whether any improvements can be made to the model (e.g., 

refined mesh in a specific geometric region). 
c. If the model can be improved, then the analyst should rerun the model and repeat the 

validation exercise with the new results. 
10. The analyst should document the validation exercise, including any lessons-learned during 

the process.  An independent individual in the organization should review the validation 
exercise. 
 

Table 5-10 Acceptance Measures for Axial Stresses 

Quality Metric Acceptance Criteria 
RMSEWRS ≤   55 MPa 

diffavg ≥ - 15 MPa 
≤   15 MPa 

 
Table 5-11 Acceptance Measures for Hoop Stresses 

Quality Metric Acceptance Criteria 
RMSEWRS ≤   70 MPa 

diffavg ≥ - 0 MPa 
≤   65 MPa 
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5 . 6  M odeling  a Nuclear Plant Application 

The approach outlined in Section 5.5 provides a means for an analyst to demonstrate capability in 
FE modeling of WRS.  The approach uses an ex isting dataset related to a prototypical mockup to 
draw conclusions about validation criteria.  This section provides recommendations for advancing 
from the validation stage to modeling real components. 

5 . 6 . 1  Applicability  of V alidation Sch eme and Acceptance M eas ures  

The proposed validation scheme is most directly applicable to a dissimilar metal butt weld.  Some 
details such as constraint condition, repair geometry and location, safe end length, and radius-to-
thickness ratio need not be identical to the Phase 2b mockup to be considered covered by the 
validation process proposed in this document.  H owever, there are potential scenarios 
encountered in the U.S. nuclear fleet where a validation approach based on the Phase 2b dataset 
is not appropriate. 

One ex ample of additional benchmark data is the mockup dataset from the ex cavate and weld 
repair (EWR) investigation [ 30] -[ 33] .  EWR was proposed as a partial arc repair process, as 
illustrated in Figure 5-20 [ 33] .  Therefore, three-dimensional analysis methods were required to 
adequately assess residual stresses for this process.  The mockup shown in Figure 5-21 was 
designed such that a 3D analysis was required.  The measurement data from this mockup can 
therefore be used to benchmark a 3D analytical procedure applied to EWR, but the Phase 2b data 
would not be appropriate.  In a similar vein, modeling residual stress in a control rod drive 
mechanism noz z le (i.e., j-groove weld) would require a validation dataset more representative of 
that application. 

F ig ure 5 - 2 0  A Partial Arc W eld Repair 
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Figure 5-21 EWR Mockup 

Furthermore, the validation metrics and associated acceptance measures in Section 5.4 are most 
directly applicable to a dissimilar metal butt weld case.  The metrics and acceptance measures 
would likely have to be redeveloped for other applications.  When developing new metrics and 
acceptance measures, the user should carefully consider the end use of the model results.  The 
work presented here was focused on flaw growth calculations, so the metrics and acceptance 
measures were developed with a flaw growth argument in mind.  The same philosophy should be 
applied to broader applications of this approach. 

5.6.2 Welding Process 

The Phase 2b mockup was fabricated with a combination of gas tungsten arc welding and 
shielded metal arc welding [7].  The typical weld bead cross-sectional area was around 35 mm2, 
with some variation.  Submerged arc welding is often characterized by higher deposition rate, 
higher heat input, and larger weld beads than the gas tungsten arc and shielded metal arc 
processes.  Large weld beads and high heat inputs can lead to large nodal displacements in an 
FE model.  For these reasons, the proposed validation scheme may not be applicable to 
submerged arc welding. 

5.6.3 Hardening Law 

Hardening law has large influence on the results of WRS predictions using FE.  Since hardening 
law is a matter of material behavior, the recommendations on hardening law should not change 
from application to application.  However, if the requisite material data are available, future 
investigators should continue to study hardening law, including consideration of the Lemaitre-
Chaboche approach. 
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5.6.4 Best Practices for a Plant Application 

When modeling a plant application, the analyst should generally apply the modeling guidelines of 
Section 5.3.  Any lessons-learned through the validation process should also be applied.  In 
general, the model should represent the physical situation as closely as possible, including (but 
not limited to) mechanical constraint condition, groove geometry, material properties, number and 
size of weld passes and layers, and thermal boundary conditions.  Inclusion of a repair weld in the 
model according to MRP-287 [36] may be advisable, unless plant records demonstrate that such 
a repair does not exist. 

5.7 Conclusion 

The procedure recommended in this chapter consists of two aspects: (1) modeling guidelines 
developed over the course of the EPRI/NRC WRS Validation Program and (2) a validation 
procedure developed from results of the Phase 2b round robin study.  These recommendations 
drew heavily on the uncertainty quantification methodology presented in Chapter 3.  Validation 
against the Phase 2b dataset is most directly applicable to axisymmetric FE models of dissimilar 
metal butt welds.  This process may be adapted to other applications as discussed in Section 
5.6.1, but the analyst should first evaluate whether additional data are needed.  For instance, 
additional WRS measurement data may be needed for unique geometries or welding processes. 

The modeling guidelines presented in Section 5.3 were principally drawn from the 
recommendations of MRP-316 [2] .  Many of these guidelines were also provided to the Phase 2b 
participants, as in reference [7].  The same bootstrapping methods discussed in Chapter 3 were 
used in Section 5.2.1 to develop a method to compare uncertain FE predictions to uncertain 
measurements.  This led to RMSE and associated confidence bounds, as shown in Figure 5-4 
and Figure 5-5.  The recommendation to use average hardening was based on qualitative (Table 
5-2) and quantitative assessments (Figure 5-4 and Figure 5-5).  The Phase 2b study did not 
include the mixed hardening law.  Future work should address mixed hardening law. 

Development of a potential validation process involved proposing a benchmark, a set of metrics, 
and acceptance measures.  Choice of a benchmark proved to be challenging due to difficulties in 
discriminating between measurements that do not entirely agree (see Section 5.4.2).  The quality 
metrics for validation were developed in Section 5.4.7.  They include the RMSE on WRS 
magnitude averaged over the entire wall thicknessand the average difference up to the initial 
crack depth.  The acceptance measures (Table 5-10 and Table 5-11) were developed based on 
results of flaw growth calculations.  The quality metrics, and their associated acceptance 
measures, were chosen as a way to ensure a reasonable flaw growth prediction. 
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6 CONCLUSIONS 

This document describes a validation process for FE modeling of WRS and the associated 
technical background.  The validation process was based on the Phase 2b round robin dataset.  
This dataset consisted of 2 sets of measurement results (contour and DHD) and 10 independent 
predictions based on axisymmetric FE modeling.  Chapter 2 and reference [7] discuss the 
round-robin study in greater detail.  The Phase 2b dataset was input into an uncertainty analysis 
procedure as the first step in developing the WRS guidelines. 

The characterization of WRS uncertainty started with the recognition that WRS is functional data.  
In other words, the magnitude of the stress depends on the spatial location within the component.  
Using the methods of [15]-[16], a statistical model of the dataset was created.  This model 
enabled bootstrapping techniques for the determination of appropriate confidence bounds and 
95/95 tolerance bounds.  Chapter 3 describes this methodology, with further details contained in 
reference [13]. 

Chapter 4 of this document explores the impacts of WRS variations on flaw growth calculation.  It 
examines several features of the stress curve (i.e. residual plus operating stresses), including the 
inner surface stress, the stress at the initial flaw depth, and the through-wall positions where the 
curve crossed zero.  Regulatory staff can review these features to gain confidence in an assumed 
WRS input found in an industry licensing submittal.  A potential review strategy is to compare 
these features to a reference WRS curve.  The reference WRS curve may come from previously-
accepted curves or from confirmatory analyses.  WRS impacts on flaw growth calculations were 
also used in Section 5.4 to define quality metrics and acceptance measures for the validation 
procedure. 

The WRS modeling guidance presented here was largely based on reference [11].  However, 
additional work was performed here to explore three different hardening law choices: isotropic, 
nonlinear kinematic, and the average of isotropic and kinematic.  Qualitative and quantitative 
comparisons of measurements to models (see Section 5.2) led to average hardening as the 
recommend hardening approach.  Future work should consider mixed hardening as an option. 

Three quality metrics were developed in Section 5.4 for the validation process: RMSE on WRS 
magnitude averaged over the entire wall thicknessand the average difference up to the initial 
crack depth.  These metrics and associated acceptance measures (see Table 5-10 and Table 
5-11) were chosen in a way that promoted reasonable flaw growth results using the Phase 2b 
WRS predictions. 

The validation procedure and WRS input guidelines developed in this document provide a 
potential method for increasing confidence in WRS predictions for nuclear power applications.  
Such a process may lead to more efficient NRC reviews of industry submittals and increased 
regulatory certainty.  Actual implementation of the suggestions in this document will depend upon 
further interactions with industry representatives and consensus standards bodies. 
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MODEL-MEASUREMENT COMPARISONS 

This appendix contains all relevant data plots for model-measurement comparisons, including the 
calculated mean difference function and associated confidence bounds.  It includes a plot for each 
case described in Section 5.2.2. 
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Figure A-1 Axial Stress Component with Nonlinear Kinematic Hardening and DHD 
Benchmark: (a) Stress Magnitude and (b) Difference in Means with 
Confidence Bounds 
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Figure A-2 Axial Stress Component with Isotropic Hardening and DHD Benchmark: (a) 
Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-3 Axial Stress Component with Average Hardening and DHD Benchmark: (a) 
Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-4 Hoop Stress Component with Nonlinear Kinematic Hardening and DHD 
Benchmark: (a) Stress Magnitude and (b) Difference in Means with 
Confidence Bounds 
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Figure A-5 Hoop Stress Component with Isotropic Hardening and DHD Benchmark: (a) 
Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-6 Hoop Stress Component with Average Hardening and DHD Benchmark: (a) 
Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-7 Axial Stress Component with Nonlinear Kinematic Hardening and Contour 
Benchmark: (a) Stress Magnitude and (b) Difference in Means with 
Confidence Bounds 
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Figure A-8 Axial Stress Component with Isotropic Hardening and Contour Benchmark: 
(a) Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-9 Axial Stress Component with Average Hardening and Contour Benchmark: (a) 
Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-10 Hoop Stress Component with Nonlinear Kinematic Hardening and Contour 
Benchmark: (a) Stress Magnitude and (b) Difference in Means with 
Confidence Bounds 
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Figure A-11 Hoop Stress Component with Isotropic Hardening and Contour Benchmark: 
(a) Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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Figure A-12 Hoop Stress Component with Average Hardening and Contour Benchmark: 
(a) Stress Magnitude and (b) Difference in Means with Confidence Bounds 
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MATERIAL PROPERTIES 

This appendix contains temperature-dependent material properties appropriate for performing the 
validation procedure.  Tables B-1 through B-7 are the Alloy 182 weld properties.  Tables B-8 
through B-14 are the low alloy steel nozzle properties.  Tables B-15 through B-21 are the stainless 
steel safe end and pipe properties.  These data tables use the following conventions. 

• T – temperature
• E – elastic modulus
• ν – Poisson’s ratio
• CTE – coefficient of thermal expansion
• A, n, m – parameters in the creep law mnAq τε −= , where ε  is the uniaxial equivalent

creep strain rate, q is the uniaxial equivalent deviatoric stress, and τ is time

Table B-1 Isotropic Hardening Law - Alloy 182 

T [K] True plastic strain [mm/mm] True stress [MPa] 

295 0.00E+00 207.3 

295 1.10E-04 225.0 

295 1.40E-04 242.6 

295 2.10E-04 259.8 

295 3.10E-04 273.2 

295 4.40E-04 282.7 

295 6.40E-04 290.5 

295 8.60E-04 295.2 

295 1.04E-03 297.8 

295 2.14E-03 305.9 

295 3.37E-03 310.9 

295 8.21E-03 322.8 

295 1.32E-02 331.9 

295 1.83E-02 340.3 

295 2.31E-02 347.4 

295 2.82E-02 355.2 

295 3.32E-02 363.1 

295 3.82E-02 371.2 

295 4.30E-02 379.2 

295 4.80E-02 387.4 
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T [K] True plastic strain [mm/mm] True stress [MPa] 

295 5.30E-02 396.0 

295 5.80E-02 404.4 

295 6.30E-02 413.1 

295 6.80E-02 421.8 

295 7.30E-02 430.7 

295 7.80E-02 439.6 

295 8.29E-02 448.6 

295 8.79E-02 457.9 

295 9.29E-02 467.1 

295 9.80E-02 476.2 

295 1.03E-01 484.6 

295 1.08E-01 494.5 

295 1.13E-01 503.0 

295 1.18E-01 511.5 

295 1.23E-01 521.4 

295 1.28E-01 529.9 

295 1.33E-01 538.4 

295 1.38E-01 548.3 

295 1.43E-01 556.9 

295 1.49E-01 567.9 

295 1.54E-01 576.4 

295 1.58E-01 584.8 

295 1.63E-01 593.3 

295 1.69E-01 604.6 

295 1.78E-01 621.3 

295 1.88E-01 640.6 

295 1.98E-01 659.7 

295 2.08E-01 678.5 

589 0.00E+00 162.8 

589 1.90E-04 178.7 

589 2.30E-04 194.5 
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T [K] True plastic strain [mm/mm] True stress [MPa] 

589 2.90E-04 204.8 

589 4.00E-04 216.5 

589 5.80E-04 224.1 

589 8.80E-04 229.7 

589 2.86E-03 242.5 

589 4.72E-03 248.8 

589 6.73E-03 254.1 

589 8.82E-03 259.0 

589 1.87E-02 279.4 

589 2.85E-02 299.6 

589 3.85E-02 320.7 

589 4.84E-02 340.4 

589 5.84E-02 356.1 

589 6.84E-02 372.5 

589 7.84E-02 389.9 

589 8.84E-02 402.8 

589 9.89E-02 424.0 

589 1.09E-01 440.8 

589 1.19E-01 456.2 

589 1.28E-01 470.8 

589 1.38E-01 484.8 

589 1.48E-01 502.3 

589 1.59E-01 519.4 

589 1.68E-01 531.3 

589 1.79E-01 552.1 

589 1.89E-01 561.7 

589 1.99E-01 578.9 

811 0.00E+00 169.6 

811 1.60E-04 178.5 

811 2.10E-04 185.3 

811 2.60E-04 191.7 
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T [K] True plastic strain [mm/mm] True stress [MPa] 

811 3.40E-04 197.7 

811 4.30E-04 201.8 

811 5.00E-04 204.2 

811 6.40E-04 207.4 

811 7.40E-04 209.3 

811 1.07E-03 211.5 

811 1.53E-03 213.5 

811 2.53E-03 218.7 

811 3.51E-03 221.2 

811 4.53E-03 225.2 

811 5.53E-03 227.3 

811 6.42E-03 229.5 

811 7.47E-03 230.7 

811 8.48E-03 233.6 

811 1.83E-02 258.4 

811 2.82E-02 277.4 

811 3.81E-02 295.5 

811 4.81E-02 307.6 

811 5.80E-02 324.8 

811 6.80E-02 341.0 

811 7.79E-02 350.6 

811 8.78E-02 369.7 

811 9.79E-02 382.8 

811 1.08E-01 397.6 

811 1.18E-01 409.2 

811 1.28E-01 425.2 

811 1.38E-01 429.5 

811 1.48E-01 451.5 

811 1.58E-01 462.4 

811 1.68E-01 478.1 

811 1.78E-01 492.1 
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T [K] True plastic strain [mm/mm] True stress [MPa] 

811 1.88E-01 505.3 

811 1.98E-01 518.8 

1033 0.00E+00 143.7 

1033 1.70E-04 152.2 

1033 2.10E-04 165.7 

1033 2.60E-04 175.1 

1033 4.40E-04 185.5 

1033 7.00E-04 191.3 

1033 1.00E-03 195.0 

1033 1.62E-03 199.6 

1033 2.57E-03 204.0 

1033 3.61E-03 207.3 

1033 4.58E-03 209.8 

1033 5.62E-03 212.5 

1033 6.59E-03 214.9 

1033 7.53E-03 217.3 

1033 8.48E-03 219.6 

1033 1.84E-02 244.8 

1033 2.82E-02 271.9 

1033 3.81E-02 297.4 

1033 4.80E-02 317.6 

1033 5.79E-02 331.5 

1033 6.79E-02 340.6 

1033 7.83E-02 345.9 

1033 8.80E-02 349.8 

1033 9.80E-02 353.0 

1033 1.08E-01 355.3 

1033 1.18E-01 357.0 

1033 1.28E-01 358.3 

1033 1.38E-01 359.5 

1033 1.48E-01 360.3 
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T [K] True plastic strain [mm/mm] True stress [MPa] 

1033 1.58E-01 361.5 

1033 1.68E-01 362.6 

1033 1.78E-01 363.7 

1033 1.88E-01 364.7 

1033 1.98E-01 365.4 

1255 0.00E+00 42.6 

1255 1.80E-04 43.8 

1255 2.90E-04 59.8 

1255 4.20E-04 73.7 

1255 5.80E-04 84.8 

1255 7.20E-04 91.7 

1255 9.10E-04 98.2 

1255 1.07E-03 102.1 

1255 1.25E-03 105.6 

1255 1.47E-03 108.4 

1255 1.96E-03 112.0 

1255 2.48E-03 113.7 

1255 3.41E-03 114.6 

1255 4.44E-03 114.8 

1573 0.00E+00 5.0 
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Table B-2 Elastic Properties - Alloy 182 

T [K] E [MPa] ν 

294.1 213750 0.290 

366.3 208230 0.307 

421.9 206160 0.316 

477.4 203400 0.325 

533.0 199960 0.334 

588.6 197890 0.343 

644.1 194440 0.352 

699.7 190300 0.361 

755.2 186170 0.370 

810.8 182030 0.396 

873.0 180000 0.400 

973.0 172000 0.400 

1073.0 164000 0.400 

1173.0 154000 0.400 

1273.0 143000 0.400 

1375.2 115000 0.400 

1533.0 78258 0.400 

1588.6 39302 0.400 
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Table B-3 Coefficient of Thermal Expansion - Alloy 182 (Reference T0=293 K) 

T [K] CTE [K-1] 

310.8 1.2420E-05 

338.6 1.2726E-05 

366.3 1.2960E-05 

394.1 1.3158E-05 

421.9 1.3320E-05 

449.7 1.3500E-05 

477.4 1.3626E-05 

505.2 1.3752E-05 

533.0 1.3860E-05 

560.8 1.3986E-05 

588.6 1.4076E-05 

616.3 1.4184E-05 

644.1 1.4292E-05 

671.9 1.4382E-05 

699.7 1.4472E-05 

773.0 1.4900E-05 

873.0 1.5300E-05 

973.0 1.5800E-05 

1073.0 1.6100E-05 

1173.0 1.6400E-05 

1366.3 1.7000E-05 

1644.1 1.7800E-05 
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Table B-4 Creep Law - Alloy 182 

T [K] A [MPan/s] n m 

293 4.42500E-50 4.00 0 

673 4.42500E-40 4.00 0 

844 3.99261E-25 6.1709 0 

894 3.44133E-24 6.6426 0 

1644.1 1.24000E-20 6.6426 0 

 

Table B-5 Thermal Conductivity - Alloy 182 

T [K] Thermal Conductivity 
[W/mm-K] 

300 1.42E-02 

350 1.51E-02 

400 1.60E-02 

450 1.68E-02 

500 1.77E-02 

600 1.95E-02 

700 2.13E-02 

800 2.30E-02 

900 2.48E-02 

1000 2.65E-02 

1100 2.83E-02 

1200 3.01E-02 

1300 3.18E-02 

1400 3.36E-02 

1500 3.53E-02 

1600 3.71E-02 

1665 3.83E-02 

2000 7.66E-02 
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Table B-6 Specific Heat - Alloy 182 

T [K] Specific Heat [J/(g-K)] 

73 2.72155E-01 

123 3.14025E-01 

173 3.51708E-01 

223 3.85204E-01 

273 4.14513E-01 

373 4.60570E-01 

473 4.89879E-01 

573 5.10814E-01 

673 5.27562E-01 

773 5.44310E-01 

873 5.65245E-01 

973 5.90367E-01 

1073 6.28050E-01 

1123 6.53172E-01 

 

Table B-7 Miscellaneous Properties - Alloy 182 

Density 
[g/mm3] 

Latent Heat 
[J/g] 

Solidus 
[K] 

Liquidus 
[K] 

Anneal 
Temperature [K] 

0.00847 297.6 1573 1618 1574 

 

Table B-8  Isotropic Hardening Law - Low Alloy Steel 

T [K] True plastic strain [mm/mm] True stress [MPa] 

295 0.0000E+00 402.3 

295 3.1000E-04 417.7 

295 5.0000E-04 415.4 

295 7.3000E-04 415.6 

295 1.0000E-03 415.8 

295 1.3200E-03 415.7 

295 2.3700E-03 414.3 
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T [K] True plastic strain [mm/mm] True stress [MPa] 
295 3.3200E-03 416.3 

295 4.3500E-03 418.6 

295 5.3900E-03 418.6 

295 6.4100E-03 423.1 

295 7.3500E-03 427.0 

295 8.3200E-03 430.5 

295 1.8190E-02 472.7 

295 2.8110E-02 513.1 

295 3.7940E-02 545.3 

295 4.7920E-02 571.8 

295 5.7880E-02 592.8 

295 6.7890E-02 611.9 

295 7.7910E-02 624.9 

295 8.7830E-02 634.9 

295 9.7900E-02 642.9 

295 1.0796E-01 648.8 

295 1.1802E-01 651.8 

295 1.2801E-01 650.5 

589 0.0000E+00 268.9 

589 6.0000E-05 288.6 

589 1.2000E-04 308.1 

589 2.7000E-04 332.1 

589 4.5000E-04 343.9 

589 8.0000E-04 354.3 

589 1.1600E-03 361.1 

589 2.1100E-03 373.6 

589 3.0400E-03 382.8 

589 3.9600E-03 390.4 

589 4.9300E-03 397.4 

589 5.9200E-03 404.0 

589 6.9400E-03 410.1 
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T [K] True plastic strain [mm/mm] True stress [MPa] 
589 7.8600E-03 415.3 

589 1.7650E-02 461.8 

589 2.7560E-02 497.5 

589 3.7500E-02 525.2 

589 4.7460E-02 546.5 

589 5.7420E-02 563.0 

589 6.7390E-02 576.1 

589 7.7420E-02 586.5 

589 8.7430E-02 594.5 

589 9.7440E-02 599.8 

589 1.0751E-01 600.4 

811 0.0000E+00 186.6 

811 2.6000E-04 211.2 

811 3.1000E-04 226.1 

811 4.0000E-04 244.2 

811 5.4000E-04 263.0 

811 7.4000E-04 276.9 

811 1.0200E-03 287.5 

811 1.6500E-03 299.8 

811 2.6500E-03 310.1 

811 3.6400E-03 317.1 

811 4.5400E-03 322.0 

811 5.5900E-03 326.8 

811 6.5700E-03 330.9 

811 7.5700E-03 334.6 

811 8.4800E-03 337.8 

811 1.8490E-02 358.8 

811 2.8450E-02 371.5 

811 3.8510E-02 379.3 

811 4.8410E-02 384.2 

811 5.8460E-02 387.3 
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T [K] True plastic strain [mm/mm] True stress [MPa] 
811 6.8450E-02 389.4 

811 7.8490E-02 390.7 

811 8.8550E-02 391.6 

900 0.0000E+00 115.4 

900 5.6000E-03 155.1 

900 1.4200E-02 168.1 

900 2.5500E-02 177.2 

900 3.9900E-02 182.2 

900 5.5000E-02 182.1 

900 6.4800E-02 185.1 

1050 0.0000E+00 57.1 

1050 7.0000E-03 66.0 

1050 1.5000E-02 70.8 

1050 2.8000E-02 74.4 

1050 4.1000E-02 76.5 

1050 5.8000E-02 78.1 

1050 7.6000E-02 81.2 

1050 8.8000E-02 82.8 

1150 0.0000E+00 36.2 

1150 5.0000E-03 40.9 

1150 1.6000E-02 44.0 

1150 2.9000E-02 46.1 

1150 5.0000E-02 47.2 

1150 7.9000E-02 49.8 

1250 0.0000E+00 21.5 

1250 1.1000E-02 24.6 

1250 2.5000E-02 28.8 

1250 5.3000E-02 30.9 

1250 8.4000E-02 32.0 

1373 0.0000E+00 10.0 

1373 1.0000E-02 14.2 
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T [K] True plastic strain [mm/mm] True stress [MPa] 
1373 3.0000E-02 16.2 

1373 7.2000E-02 17.8 

1373 1.3500E-01 18.9 

1373 1.7300E-01 21.0 

1473 0.0000E+00 5.0 

 

Table B-9 Elastic Properties - Low Alloy Steel 

T [K] E [MPa] ν 

294.1 201330 0.300 

366.3 196510 0.300 

421.9 193060 0.300 

477.4 188920 0.300 

533.0 186170 0.300 

588.6 182030 0.300 

644.1 174440 0.300 

699.7 164790 0.300 

755.2 153070 0.300 

1033.0 100250 0.300 

1073.0 20000 0.300 

1273.0 6000 0.300 
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Table B-10 Thermal Expansion - Low Alloy Steel (Reference T0=293 K) 

T [K] CTE [K-1] 

310.8 1.1700E-05 

338.6 1.1826E-05 

366.3 1.2006E-05 

394.1 1.2186E-05 

421.9 1.2366E-05 

449.7 1.2564E-05 

477.4 1.2726E-05 

505.2 1.2870E-05 

533.0 1.3050E-05 

560.8 1.3212E-05 

588.6 1.3356E-05 

616.3 1.3536E-05 

644.1 1.3662E-05 

671.9 1.3824E-05 

699.7 1.3968E-05 

973.0 1.4700E-05 

1073.0 1.6900E-05 

1273.0 1.6900E-05 

1278.0 1.7000E-05 

2273.0 2.0200E-05 

 

Table B-11 Creep Law - Low Alloy Steel 

T [K] A [MPan/s] n m 

293 4.42500E-50 4 0 

673 4.42500E-40 4 0 

850 5.42972E-21 6.0451 0 

894 7.25111E-15 4.8865 0 

1644.1 2.61E-11 4.8865 0 
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Table B-12 Thermal Conductivity - Low Alloy Steel 

T [K] Thermal Conductivity 
[W/(mm-K)] 

273 5.95E-02 

373 5.78E-02 

473 5.32E-02 

573 4.94E-02 

673 4.56E-02 

773 4.10E-02 

873 3.68E-02 

973 3.31E-02 

1073 2.85E-02 

1273 2.76E-02 

1473 2.97E-02 

2000 6.50E-02 
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Table B-13 Specific Heat - Low Alloy Steel 

T [K] Specific Heat 
[J/(g-K)] 

348 0.418 

448 0.519 

498 0.536 

548 0.553 

598 0.574 

648 0.595 

748 0.662 

848 0.754 

948 0.867 

998 1.2 

1048 0.875 

1148 0.846 

1185 0.605 

1600 0.735 

1800 0.835 

 

Table B-14 Miscellaneous Properties - Low Alloy Steel 

Density 
[g/mm3] 

Latent Heat 
[J/g] 

Solidus 
[K] 

Liquidus 
[K] 

Anneal 
Temperature [K] 

7.80E-03 272.0 1500 1600 1474 

 

Table B-15 Isotropic Hardening - Stainless Steel 

T [K] True plastic stress [MPa] True strain [mm/mm] 

294 0.00E+00 241.3 

294 1.00E-02 289.6 

294 5.00E-02 393.0 

294 1.00E-01 482.6 

294 2.00E-01 620.5 
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T [K] True plastic stress [MPa] True strain [mm/mm] 

294 4.00E-01 827.4 

693 0.00E+00 117.2 

693 1.00E-02 193.1 

693 5.00E-02 275.8 

693 1.00E-01 358.5 

693 2.00E-01 482.6 

693 4.00E-01 620.5 

693 8.00E-01 724.0 

923 0.00E+00 96.5 

923 1.00E-02 144.8 

923 5.00E-02 213.7 

923 1.00E-01 282.7 

923 2.00E-01 379.2 

923 4.00E-01 448.2 

923 8.00E-01 482.6 

1089 0.00E+00 68.9 

1089 1.00E-02 110.3 

1089 5.00E-02 144.8 

1089 1.00E-01 172.4 

1089 2.00E-01 206.8 

1089 4.00E-01 241.3 

1089 8.00E-01 241.3 

1366 0.00E+00 27.6 

1366 1.00E-02 38.6 

1366 5.00E-02 41.4 

1366 1.00E-01 41.4 

1366 2.00E-01 41.4 

1366 4.00E-01 41.4 

1366 8.00E-01 41.4 

1550 0.00E+00 5.0 
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Table B-16 Elastic Properties - Stainless Steel 

T [K] E [MPa] ν 

294.1 195130 0.267 

366.3 190300 0.273 

421.9 186170 0.290 

477.4 182720 0.310 

533.0 177890 0.322 

588.6 174440 0.313 

644.1 171000 0.296 

699.7 166170 0.282 

755.2 162030 0.262 

866.3 153060 0.240 

977.4 143550 0.229 

1088.6 131690 0.223 

1173.0 116520 0.223 

1273.0 99974 0.223 

1373.0 80000 0.223 

1473.0 57000 0.223 

1573.0 30000 0.223 

1673.0 2000 0.223 
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Table B-17 Thermal Expansion - Stainless Steel  (Reference T0=293 K) 

T [K] CTE [MPa] 

310.8 1.5372E-05 

338.6 1.5552E-05 

366.3 1.5768E-05 

394.1 1.5984E-05 

421.9 1.6146E-05 

449.7 1.6398E-05 

477.4 1.6578E-05 

505.2 1.6776E-05 

533.0 1.6956E-05 

560.8 1.7100E-05 

588.6 1.7280E-05 

616.3 1.7442E-05 

644.1 1.7568E-05 

671.9 1.7658E-05 

699.7 1.7820E-05 

873.0 1.8210E-05 

973.0 1.8540E-05 

1073.0 1.8830E-05 

1173.0 1.9110E-05 

1273.0 1.9380E-05 

1373.0 1.9660E-05 

1473.0 1.9950E-05 

1693.0 2.0700E-05 

1733.0 2.0700E-05 
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Table B-18 Creep Law - Stainless Steel 

T [K] A [MPan/s] n m 

293 1.22903E-40 4 0 

748 1.62061E-36 9.78 0 

773 5.68439E-36 9.97 0 

798 1.15262E-32 9.06 0 

823 1.46763E-29 8.2 0 

848 1.01784E-28 8.2 0 

873 6.30514E-28 8.2 0 

898 4.49442E-27 8.18 0 

923 2.88186E-26 8.16 0 

948 5.68400E-24 7.42 0 

973 8.56247E-22 6.72 0 

998 3.33908E-20 6.25 0 

1023 1.30224E-18 5.77 0 

 

Table B-19 Thermal Conductivity - Stainless Steel 

T [K] Thermal Conductivity 
[W/(mm-K)] 

300 1.33824E-02 

700 2.09100E-02 

1200 3.34560E-02 

2000 8.00000E-02 
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Table B-20 Specific Heat - Stainless Steel 

T [K] Specific Heat 
[J/(g-K)] 

360 3.433176E-01 

700 4.856688E-01 

870 5.359104E-01 

925 5.442840E-01 

1300 5.526576E-01 

 

Table B-21 Miscellaneous Properties - Stainless Steel 

Density 
[g/mm3] 

Latent Heat 
[J/g] 

Solidus 
[K] 

Liquidus 
[K] 

Anneal 
Temperature [K] 

7.90E-03 
40.0 1560 1630 

1551 
225.0 1630 1670 
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DATA FOR VALIDATION PROCESS 

This appendix contains the tabular data referenced in Section 5.5.  This data is necessary to 
execute the recommended validation procedure.  Table C-1 shows the mean weld residual stress 
(WRS) profiles from the average hardening predictions in the Phase 2b dataset.  The mean 
chosen here is the cross-section mean (see [13] for a detailed description of determining means 
of functional data).   

Table C-1 Mean of the Average Hardening WRS Predictions 

r/t Axial Mean WRS [MPa] Hoop Mean WRS [MPa] 

0.0000 -165 -28

0.0101 -159 -18

0.0202 -154 -8

0.0303 -150 1 

0.0404 -146 9 

0.0505 -142 16 

0.0606 -139 23 

0.0707 -134 29 

0.0808 -130 34 

0.0909 -126 40 

0.1010 -121 45 

0.1111 -117 50 

0.1212 -114 55 

0.1313 -110 61 

0.1414 -108 67 

0.1515 -106 73 

0.1616 -104 79 

0.1717 -103 84 

0.1818 -102 90 

0.1919 -101 95 

0.2020 -99 98 

0.2121 -97 101 

0.2222 -95 103 

0.2323 -93 103 
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r/t Axial Mean WRS [MPa] Hoop Mean WRS [MPa] 
0.2424 -90 104 

0.2525 -88 103 

0.2626 -86 103 

0.2727 -85 102 

0.2828 -84 101 

0.2929 -85 101 

0.3030 -86 101 

0.3131 -89 101 

0.3232 -93 100 

0.3333 -98 98 

0.3434 -105 94 

0.3535 -112 89 

0.3636 -121 82 

0.3737 -132 74 

0.3838 -143 63 

0.3939 -154 51 

0.4040 -166 39 

0.4141 -177 25 

0.4242 -188 10 

0.4343 -198 -5 

0.4444 -206 -20 

0.4545 -213 -35 

0.4646 -219 -49 

0.4747 -223 -63 

0.4848 -225 -75 

0.4949 -226 -87 

0.5051 -226 -96 

0.5152 -223 -104 

0.5253 -219 -109 

0.5354 -214 -113 

0.5455 -207 -115 
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r/t Axial Mean WRS [MPa] Hoop Mean WRS [MPa] 
0.5556 -199 -115 

0.5657 -190 -113 

0.5758 -180 -110 

0.5859 -169 -105 

0.5960 -157 -98 

0.6061 -144 -90 

0.6162 -130 -80 

0.6263 -115 -70 

0.6364 -99 -58 

0.6465 -83 -46 

0.6566 -65 -33 

0.6667 -47 -19 

0.6768 -28 -4 

0.6869 -9 10 

0.6970 11 24 

0.7071 30 38 

0.7172 49 52 

0.7273 68 64 

0.7374 87 76 

0.7475 105 86 

0.7576 123 96 

0.7677 140 105 

0.7778 158 113 

0.7879 176 121 

0.7980 194 129 

0.8081 213 137 

0.8182 233 144 

0.8283 252 151 

0.8384 271 157 

0.8485 289 163 

0.8586 306 167 
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r/t Axial Mean WRS [MPa] Hoop Mean WRS [MPa] 
0.8687 321 170 

0.8788 334 171 

0.8889 343 171 

0.8990 351 169 

0.9091 356 166 

0.9192 360 163 

0.9293 362 159 

0.9394 363 155 

0.9495 363 151 

0.9596 362 149 

0.9697 361 147 

0.9798 359 145 

0.9899 357 144 

1.0000 355 143 
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ANALYSIS OF VALIDATION METRICS FOR AVERAGE 
HARDENING 

This appendix describes analyses performed to explore potential additional or alternative metrics 
for weld residual stress (WRS) validation, in complement to those presented in Section 5.4.7. 

D.1 Root Mean Square Error on First Derivative

D.1.1 Definition for RMSED1

The first additional quality metric is RMSE on the first derivative of WRS with respect to through-
wall position.  This quality metric is related to through-wall WRS trends and concavity.  Here, the 
three-point formula was used to estimate the first derivative [20],[35]. 

𝐷𝐷1𝑘𝑘 =
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

�
𝑘𝑘
≈

1
2 ∙ ℎ

(𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘+1 −𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘−1) 

where 
t
rxnorm =  is the through-wall position normalized to the wall thickness and h is the 

distance between the kth and k+1th data point (h should not vary from interval to interval), and 
WRSk is the analyst’s predicted stress magnitude at the kth position through the wall thickness.  

The RMSE on first derivative was calculated according to: 

𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷1 = �
1

𝐿𝐿 − 2
�(𝐷𝐷1𝑘𝑘 − 𝐷𝐷1𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿−1

𝑘𝑘=2

 

where L is the number of equally-spaced points chosen to represent the WRS profile through the 
wall thickness (from x/t = 0 to x/t = 1), D1k is the first derivative of the analyst’s predicted stress 
magnitude at the kth position through the wall thickness, and D1kmean is the first derivative of the 
cross-sectional mean prediction. 

D.1.2 Results and Assessment for RMSED1 

RMSED1 was calculated for both axial and hoop WRS, as shown in Figure D-1.  The acceptance 
criterion for RMSED1 was set to RMSED1<520 for axial WRS, and to RMSED1<550 for hoop WRS.  
These values were chosen such that all the participants whose WRS prediction resulted in 
“acceptable” crack growth passed the criterion for the RMSED2 metric.  In Figure D-1, the cells 
highlighted in green on the left-side tables meet the corresponding acceptance measures shown 
in the tables on the right. 

For axial WRS, the acceptance criterion that had to be set for RMSED1 does not allow for a 
distinction to be made between the WRS predictions that resulted in “acceptable” crack growth 
(hereafter referred to as “good” predictions) and those that did not (hereafter referred to as “bad” 
predictions).  In fact, all except two of the participants meet the acceptance criterion for the 
RMSED1 metric, because participant G, who predicted similar crack growth, had the third highest 
RMSED1 of all participants. 
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For hoop WRS, similarly, the acceptance criterion that had to be set for RMSED1 does not allow 
for a distinction to be made between the WRS predictions that resulted in “acceptable” crack 
growth and those that did not.  In fact, all except two of the participants meet the acceptance 
criterion for the RMSED1 metric, because participant G, who predicted similar crack growth, had 
the third highest RMSED1 of all participants. 

In summary, there is no added benefit to using the RMSED1 metric, since it is not able to 
distinguish well between the “good” and the “bad” WRS predictions without also using the diffave 
metric, which was already the case when using the RMSEWRS metric. 

 

Figure D-1 Quality metrics for Phase 2b average predictions, including RMSED1. (left), 
and acceptance measures for the proposed metrics (right). 

  

D1
Participant RMSE WRS RMSE D1 diff avg Crack Growth

D 29 409 -10 Acceptable Metric Acceptance
E 32 366 11 Acceptable RMSE WRS ≤ 55
G 52 512 14 Acceptable RMSE D1 ≤ 520
B 79 523 92 Not Acceptable diff avg ≥ 15
A 59 374 -55 Not Acceptable diff avg ≤ -15
C 28 300 -31 Not Acceptable
F 46 624 -20 Not Acceptable
Min 28 300 -55
25th percentile 30 370 -26
Median 46 409 -10
75th percentile 56 518 12
Max 79 624 92

D1
Participant RMSE WRS RMSE D1 diff avg Time to leakage

D 49 417 47 Acceptable Metric Acceptance
E 26 330 13 Acceptable RMSE WRS ≤ 70
G 68 525 63 Acceptable RMSE D1 ≤ 550
B 74 717 114 Not Acceptable diff avg ≥ 0
A 51 524 -37 Not Acceptable diff avg ≤ 65
C 34 331 -56 Not Acceptable
F 50 591 -30 Not Acceptable
Min 26 330 -56
25th percentile 42 374 -33
Median 50 524 13
75th percentile 60 558 55
Max 74 717 114

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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D.2 Root Mean Square Error on Second Derivative 

D.2.1 Definition for RMSED2 

The second additional metric investigated was root mean square error (RMSE) on the second 
derivative of WRS with respect to through-wall position.  This quality metric is related to through-
wall WRS trends and is a true measure of concavity. 

𝐷𝐷2𝑘𝑘 =
𝑑𝑑𝐷𝐷1

𝑑𝑑𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
�
𝑘𝑘
≈

1
4 ∙ ℎ2

(𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘+2 − 2 ∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘−2) 

where 
t
rxnorm =  is the through-wall position normalized to the wall thickness, h is the distance 

between the kth and k+1th data point (h should not vary from interval to interval), and WRSk is the 
analyst’s predicted stress magnitude at the kth position through the wall thickness. 

The RMSE on the second derivative was calculated according to: 

𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷2 = �
1

𝐿𝐿 − 4
�(𝐷𝐷2𝑘𝑘 − 𝐷𝐷2𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿−2

𝑘𝑘=3

 

where L is the number of equally-spaced points chosen to represent the WRS profile through the 
wall thickness (from x/t = 0 to x/t = 1), D2k is the second derivative of the analyst’s predicted 
stress magnitude at the kth position through the wall thickness, and D2kmean is the second 
derivative of the cross-sectional mean prediction. 

D.2.2 Results and Assessment for RMSED2 

RMSED2 was calculated for both axial and hoop WRS, as shown in Figure D-2.  The acceptance 
criterion for RMSED2 was set to RMSED2<10,050 for axial WRS, and to RMSED2<11,000 for hoop 
WRS.  These values were chosen such that all the participants whose WRS prediction resulted in 
“acceptable” crack growth passed the criterion for the RMSED2 metric.  In Figure D-2, the cells 
highlighted in green on the left-side tables meet the corresponding acceptance measures shown 
in the tables on the right. 

For axial WRS, the acceptance criterion that had to be set for RMSED2 does not allow for a 
distinction to be made between the WRS predictions that resulted in “acceptable” crack growth 
(hereafter referred to as “good” predictions) and those that did not (hereafter referred to as “bad” 
predictions).  In fact, all except one of the participants meet the acceptance criterion for the 
RMSED2 metric, because participant G, who predicted similar crack growth, had the second 
highest RMSED2 of all participants. 

For hoop WRS, in all cases except for participant C, the acceptance criterion that had to be set for 
RMSED2 allows for a distinction between the WRS predictions that resulted in “acceptable” time to 
leakage (hereafter referred to as “good” predictions) and those that did not (hereafter referred to 
as “bad” predictions). 
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In summary, there is no added benefit to using the RMSED2 metric, since it is not able to 
distinguish between the “good” and the “bad” WRS predictions without also using the diffave metric, 
which was already the case when using the RMSEWRS and RMSED1 metrics. 

 

Figure D-2 Quality metrics for Phase 2b average predictions, including RMSED2. (left), 
and acceptance measures for the proposed metrics (right). 

  

D2
Participant RMSE WRS RMSE D1 RMSE D2 diff avg Crack Growth

D 29 409 8130 -10 Acceptable Metric Acceptance
E 32 366 6458 11 Acceptable RMSE WRS ≤ 55
G 52 512 10025 14 Acceptable RMSE D1 ≤ 520
B 79 523 9207 92 Not Acceptable RMSE D2 ≤ 10050
A 59 374 5882 -55 Not Acceptable diff avg ≥ 15
C 28 300 6414 -31 Not Acceptable diff avg ≤ -15
F 46 624 12475 -20 Not Acceptable
Min 28 300 5882 -55
25th percentile 30 370 6436 -26
Median 46 409 8130 -10
75th percentile 56 518 9616 12
Max 79 624 12475 92

D2
Participant RMSE WRS RMSE D1 RMSE D2 diff avg Time to leakage

D 49 417 8569 47 Acceptable Metric Acceptance
E 26 330 5583 13 Acceptable RMSE WRS ≤ 70
G 68 525 10951 63 Acceptable RMSE D1 ≤ 550
B 74 717 14028 114 Not Acceptable RMSE D2 ≤ 11000
A 51 524 15332 -37 Not Acceptable diff avg ≥ 0
C 34 331 7421 -56 Not Acceptable diff avg ≤ 65
F 50 591 13245 -30 Not Acceptable
Min 26 330 5583 -56
25th percentile 42 374 7995 -33
Median 50 524 10951 13
75th percentile 60 558 13636 55
Max 74 717 15332 114

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS
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D.3 Truncated Metrics 

D.3.1 Definitions for Truncated Metrics 

Truncated RMSEWRS and RMSED1 metrics were investigated to determine if a truncation limit for 
the calculation of RMSE would improve the ability to distinguish between the good and bad WRS 
predictions.  The following equations define (RMSEWRS)T and (RMSED1)T. 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝑊𝑊𝑊𝑊𝑊𝑊)𝑇𝑇 = � 1
𝐿𝐿𝑇𝑇

�(𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘 −𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿𝑇𝑇

𝑘𝑘=1

 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷1)𝑇𝑇 = � 1
𝐿𝐿𝑇𝑇 − 1

�(𝐷𝐷1𝑘𝑘 − 𝐷𝐷1𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿𝑇𝑇

𝑘𝑘=2

 

where LT is the number of equally-spaced points where WRS or D1 are known, up to the 
truncation limit T, with 0<T<1.  For example, for T=0.55, if there are 100 equally-spaced points 
through the wall thickness where WRS and D1 are known, LT would be equal to 55.  WRSk and 
D1k are the WRS and first derivative of the WRS at the kth position through the wall thickness, and 
WRSkmean and D1kmean are the WRS and first derivative of the cross-sectional mean prediction. 

(RMSEWRS)T and (RMSED1)T were calculated for T=0.1, 0.2,…, 0.9, as shown in D.3.2.  In addition, 
(RMSEWRS)T and (RMSED1)T were calculated for T=a/t(10 years) and T=a/t(20 years), as shown in 
Section D.3.3 and Section D.3.4, respectively. 

D.3.2 Assessment of Arbitrary Truncation 

Figure D-3 through Figure D-11 show the results for the analysis of truncated metrics (RMSEWRS)T 
and (RMSED1)T for T=0.1, 0.2,…, 0.9.  As in previous figures, the cells highlighted in green on the 
left-side tables meet the corresponding acceptance measures shown in the tables on the right.  In 
addition, the cells with green text and green background in the tables on the right (showing the 
acceptance measures) indicate the cases where the acceptance measures could be narrowed as 
compared to the criteria in Sections 5.4.9 and 5.4.11.  These are the cases where using the 
truncated metrics results in a better ability to distinguish between good and bad WRS predictions. 

Below each figure in this section, a case-by-case assessment is provided.  Overall, the truncated 
metrics do not offer any clear improvement over the basic metrics proposed in this report (see 
Sections 5.4.8 and 5.4.10). 
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Figure D-3 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.1 

Assessment of truncated metrics for T=0.1: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall no improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.1 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 10 278 -10 Acceptable Metric Acceptance
E 28 890 11 Acceptable (RMSE WRS ) T ≤ 30
G 17 553 14 Acceptable (RMSE D1 ) T ≤ 900
B 93 397 92 Not Acceptable diff avg ≥ 15
A 56 141 -55 Not Acceptable diff avg ≤ -15
C 31 64 -31 Not Acceptable
F 49 1517 -20 Not Acceptable
Min 10 64 -55
25th percentile 22 209 -26
Median 31 397 -10
75th percentile 52 722 12
Max 93 1517 92

T=0.1 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 48 412 47 Acceptable Metric Acceptance
E 19 544 13 Acceptable (RMSE WRS ) T ≤ 65
G 64 899 63 Acceptable (RMSE D1 ) T ≤ 900
B 117 667 114 Not Acceptable diff avg ≥ 0
A 36 374 -37 Not Acceptable diff avg ≤ 65
C 57 211 -56 Not Acceptable
F 52 1508 -30 Not Acceptable
Min 19 211 -55
25th percentile 42 393 -26
Median 52 544 -10
75th percentile 61 783 12
Max 117 1508 92

Axial WRS

Hoop WRS
Hoop Stress / Axial Flaw Growth

Axial Stress / Circ Flaw Growth
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Figure D-4 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.2 

Assessment of truncated metrics for T=0.2: 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Wider (worse) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.2 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 27 285 -10 Acceptable Metric Acceptance
E 42 655 11 Acceptable (RMSE WRS ) T ≤ 55
G 51 518 14 Acceptable (RMSE D1 ) T ≤ 675
B 85 336 92 Not Acceptable diff avg ≥ 15
A 54 110 -55 Not Acceptable diff avg ≤ -15
C 29 91 -31 Not Acceptable
F 68 1050 -20 Not Acceptable
Min 27 91 -55
25th percentile 35 197 -26
Median 51 336 -10
75th percentile 61 587 12
Max 85 1050 92

T=0.2 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 38 394 47 Acceptable Metric Acceptance
E 35 411 13 Acceptable (RMSE WRS ) T ≤ 100
G 97 665 63 Acceptable (RMSE D1 ) T ≤ 675
B 94 648 114 Not Acceptable diff avg ≥ 0
A 45 461 -37 Not Acceptable diff avg ≤ 65
C 49 205 -56 Not Acceptable
F 80 1065 -30 Not Acceptable
Min 35 205 -55
25th percentile 41 403 -26
Median 49 461 -10
75th percentile 87 657 12
Max 97 1065 92

Axial WRS

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
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Figure D-5 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.3 

Assessment of truncated metrics for T=0.3: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.3 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 24 329 -10 Acceptable Metric Acceptance
E 41 541 11 Acceptable (RMSE WRS ) T ≤ 60
G 56 464 14 Acceptable (RMSE D1 ) T ≤ 550
B 78 369 92 Not Acceptable diff avg ≥ 15
A 62 226 -55 Not Acceptable diff avg ≤ -15
C 31 167 -31 Not Acceptable
F 63 969 -20 Not Acceptable
Min 24 167 -55
25th percentile 36 277 -26
Median 56 369 -10
75th percentile 62 502 12
Max 78 969 92

T=0.3 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 35 361 47 Acceptable Metric Acceptance
E 34 371 13 Acceptable (RMSE WRS ) T ≤ 100
G 98 615 63 Acceptable (RMSE D1 ) T ≤ 620
B 79 651 114 Not Acceptable diff avg ≥ 0
A 45 461 -37 Not Acceptable diff avg ≤ 65
C 42 233 -56 Not Acceptable
F 85 939 -30 Not Acceptable
Min 34 233 -55
25th percentile 38 366 -26
Median 45 461 -10
75th percentile 82 633 12
Max 98 939 92

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS



D-9 

 

Figure D-6 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.4 

Assessment of truncated metrics for T=0.4: 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Wider (worse) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.4 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 29 390 -10 Acceptable Metric Acceptance
E 41 510 11 Acceptable (RMSE WRS ) T ≤ 55
G 51 598 14 Acceptable (RMSE D1 ) T ≤ 600
B 69 391 92 Not Acceptable diff avg ≥ 15
A 68 301 -55 Not Acceptable diff avg ≤ -15
C 31 288 -31 Not Acceptable
F 55 876 -20 Not Acceptable
Min 29 288 -55
25th percentile 36 345 -26
Median 51 391 -10
75th percentile 61 554 12
Max 69 876 92

T=0.4 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 43 401 47 Acceptable Metric Acceptance
E 30 390 13 Acceptable (RMSE WRS ) T ≤ 90
G 88 595 63 Acceptable (RMSE D1 ) T ≤ 600
B 69 631 114 Not Acceptable diff avg ≥ 0
A 51 476 -37 Not Acceptable diff avg ≤ 65
C 36 281 -56 Not Acceptable
F 76 844 -30 Not Acceptable
Min 30 281 -55
25th percentile 40 395 -26
Median 51 476 -10
75th percentile 72 613 12
Max 88 844 92

Hoop Stress / Axial Flaw Growth
Hoop WRS

Axial Stress / Circ Flaw Growth
Axial WRS
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Figure D-7 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.5 

Assessment of truncated metrics for T=0.5: 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Wider (worse) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.5 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 34 409 -10 Acceptable Metric Acceptance
E 37 487 11 Acceptable (RMSE WRS ) T ≤ 55
G 54 570 14 Acceptable (RMSE D1 ) T ≤ 575
B 67 400 92 Not Acceptable diff avg ≥ 15
A 62 398 -55 Not Acceptable diff avg ≤ -15
C 29 301 -31 Not Acceptable
F 51 806 -20 Not Acceptable
Min 29 301 -55
25th percentile 36 399 -26
Median 51 409 -10
75th percentile 58 528 12
Max 67 806 92

T=0.5 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 58 407 47 Acceptable Metric Acceptance
E 29 373 13 Acceptable (RMSE WRS ) T ≤ 80
G 79 567 63 Acceptable (RMSE D1 ) T ≤ 575
B 70 693 114 Not Acceptable diff avg ≥ 0
A 63 521 -37 Not Acceptable diff avg ≤ 65
C 38 308 -56 Not Acceptable
F 68 765 -30 Not Acceptable
Min 29 308 -55
25th percentile 48 390 -26
Median 63 521 -10
75th percentile 69 630 12
Max 79 765 92

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
Hoop WRS

Axial WRS
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Figure D-8 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.6 

Assessment of truncated metrics for T=0.6: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for hoop WRS  
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.6 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 32 407 -10 Acceptable Metric Acceptance
E 35 444 11 Acceptable (RMSE WRS ) T ≤ 60
G 57 526 14 Acceptable (RMSE D1 ) T ≤ 550
B 67 386 92 Not Acceptable diff avg ≥ 15
A 58 403 -55 Not Acceptable diff avg ≤ -15
C 27 286 -31 Not Acceptable
F 47 748 -20 Not Acceptable
Min 27 286 -55
25th percentile 33 395 -26
Median 47 407 -10
75th percentile 58 485 12
Max 67 748 92

T=0.6 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 56 438 47 Acceptable Metric Acceptance
E 27 361 13 Acceptable (RMSE WRS ) T ≤ 75
G 73 518 63 Acceptable (RMSE D1 ) T ≤ 525
B 84 661 114 Not Acceptable diff avg ≥ 0
A 59 514 -37 Not Acceptable diff avg ≤ 65
C 35 385 -56 Not Acceptable
F 63 718 -30 Not Acceptable
Min 27 361 -55
25th percentile 46 411 -26
Median 59 514 -10
75th percentile 68 589 12
Max 84 718 92

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure D-9 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.7 

Assessment of truncated metrics for T=0.7: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial WRS 
o Identical (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Identical (RMSED1)T acceptance criterion for hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.7 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 30 389 -10 Acceptable Metric Acceptance
E 33 415 11 Acceptable (RMSE WRS ) T ≤ 60
G 59 530 14 Acceptable (RMSE D1 ) T ≤ 550
B 64 565 92 Not Acceptable diff avg ≥ 15
A 59 382 -55 Not Acceptable diff avg ≤ -15
C 25 282 -31 Not Acceptable
F 44 701 -20 Not Acceptable
Min 25 282 -55
25th percentile 31 386 -26
Median 44 415 -10
75th percentile 59 548 12
Max 64 701 92

T=0.7 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 54 411 47 Acceptable Metric Acceptance
E 26 357 13 Acceptable (RMSE WRS ) T ≤ 70
G 68 526 63 Acceptable (RMSE D1 ) T ≤ 550
B 85 741 114 Not Acceptable diff avg ≥ 0
A 56 477 -37 Not Acceptable diff avg ≤ 65
C 36 365 -56 Not Acceptable
F 58 664 -30 Not Acceptable
Min 26 357 -55
25th percentile 45 388 -26
Median 56 477 -10
75th percentile 63 595 12
Max 85 741 92

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS
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Figure D-10 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.8 

Assessment of truncated metrics for T=0.8: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial WRS 
o Identical (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Narrower (better) (RMSED1)T acceptance criterion for hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.8 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 29 402 -10 Acceptable Metric Acceptance
E 33 389 11 Acceptable (RMSE WRS ) T ≤ 60
G 55 518 14 Acceptable (RMSE D1 ) T ≤ 525
B 69 572 92 Not Acceptable diff avg ≥ 15
A 62 364 -55 Not Acceptable diff avg ≤ -15
C 28 290 -31 Not Acceptable
F 43 660 -20 Not Acceptable
Min 28 290 -55
25th percentile 31 377 -26
Median 43 402 -10
75th percentile 59 545 12
Max 69 660 92

T=0.8 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 51 446 47 Acceptable Metric Acceptance
E 26 348 13 Acceptable (RMSE WRS ) T ≤ 70
G 66 508 63 Acceptable (RMSE D1 ) T ≤ 510
B 80 716 114 Not Acceptable diff avg ≥ 0
A 53 551 -37 Not Acceptable diff avg ≤ 65
C 35 349 -56 Not Acceptable
F 55 640 -30 Not Acceptable
Min 26 348 -55
25th percentile 43 397 -26
Median 53 508 -10
75th percentile 61 596 12
Max 80 716 92

Axial WRS

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
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Figure D-11 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.9 

Assessment of truncated metrics for T=0.9: 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Narrower (better) (RMSED1)T acceptance criterion for hoop WRS 
o Overall similar acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

D.3.3 Assessment of Truncation at 10 Years Crack Growth 

Figure D-12 shows the results for the analysis of truncated metrics (RMSEWRS)T and (RMSED1)T 
for T=a/t(10 years), which vary by participant.  As in previous figures, the cells highlighted in green 

T=0.9 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 30 400 -10 Acceptable Metric Acceptance
E 34 370 11 Acceptable (RMSE WRS ) T ≤ 55
G 54 528 14 Acceptable (RMSE D1 ) T ≤ 530
B 76 541 92 Not Acceptable diff avg ≥ 15
A 62 390 -55 Not Acceptable diff avg ≤ -15
C 29 310 -31 Not Acceptable
F 47 635 -20 Not Acceptable
Min 29 310 -55
25th percentile 32 380 -26
Median 47 400 -10
75th percentile 58 535 12
Max 76 635 92

T=0.9 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 51 430 47 Acceptable Metric Acceptance
E 27 335 13 Acceptable (RMSE WRS ) T ≤ 70
G 69 510 63 Acceptable (RMSE D1 ) T ≤ 515
B 77 695 114 Not Acceptable diff avg ≥ 0
A 54 542 -37 Not Acceptable diff avg ≤ 65
C 35 339 -56 Not Acceptable
F 53 617 -30 Not Acceptable
Min 27 335 -55
25th percentile 43 384 -26
Median 53 510 -10
75th percentile 61 579 12
Max 77 695 92

Axial WRS

Hoop WRS
Hoop Stress / Axial Flaw Growth

Axial Stress / Circ Flaw Growth
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on the left-side tables meet the corresponding acceptance measures shown in the tables on the 
right.  In addition, the cells with green text and green background in the right-side tables (showing 
the acceptance measures) indicate the cases where the acceptance measures could be narrowed 
as compared to the criteria presented in Sections 5.4.9 and 5.4.11.  These are the cases where 
using the truncated metrics results in a better ability to distinguish between good and bad WRS 
predictions.   

 

Figure D-12 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=a/t(10 years) 

Assessment of truncated metrics for T=a/t(10 years): 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Narrower (better) (RMSED1)T acceptance criterion for hoop WRS 
o Overall similar acceptance measures 

• Ability to distinguish between good and bad predictions: 

T = a/t (10 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 22 311 -10 Acceptable Metric Acceptance
E 38 496 11 Acceptable (RMSE WRS ) T ≤ 55
G 52 594 14 Acceptable (RMSE D1 ) T ≤ 600
B 79 520 92 Not Acceptable diff avg ≥ 15
A 56 141 -55 Not Acceptable diff avg ≤ -15
C 31 59 -31 Not Acceptable
F 52 1442 -20 Not Acceptable
Min 22 59 -55
25th percentile 34 226 -26
Median 52 496 -10
75th percentile 54 557 12
Max 79 1442 92

T = a/t (10 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 49 415 47 Acceptable Metric Acceptance
E 27 352 13 Acceptable (RMSE WRS ) T ≤ 70
G 68 522 63 Acceptable (RMSE D1 ) T ≤ 525
B 74 713 114 Not Acceptable diff avg ≥ 0
A 48 432 -37 Not Acceptable diff avg ≤ 65
C 40 225 -56 Not Acceptable
F 86 947 -30 Not Acceptable
Min 27 225 -55
25th percentile 44 383 -26
Median 49 432 -10
75th percentile 71 618 12
Max 86 947 92

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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o Similar to basic metrics proposed in 5.4.8 and 5.4.10 
Overall, it can be said that truncated metrics with T=a/t(10 years) do not offer any clear 
improvement over the basic metrics proposed in this report (see 5.4.8 and 5.4.10). 

D.3.4 Assessment of Truncation at 20 Years Crack Growth 

Figure D-13 shows the results for the analysis of truncated metrics (RMSEWRS)T and (RMSED1)T for 
T=a/t(20 years), which varies by participant.  As in previous figures, the cells highlighted in green 
on the left-side tables meet the corresponding acceptance measures shown in the tables on the 
right.  In addition, the cells with green text and green background in the right-side tables (showing 
the acceptance measures) indicate the cases where the acceptance measures could be narrowed 
as compared to the criteria presented in Sections 5.4.9 and 5.4.11.  These are the cases where 
using the truncated metrics results in a better ability to distinguish between good and bad WRS 
predictions. 
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Figure D-13 Truncated Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T= a/t(20 years) 

Assessment of truncated metrics for T=a/t(20 years): 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Narrower (better) (RMSED1)T acceptance criterion for hoop WRS 
o Overall similar acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

Overall, the truncated metrics with T=a/t(20 years) do not offer any clear improvement over the 
basic metrics proposed in this report (see Sections 5.4.8 and 5.4.10). 

  

T = a/t (20 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 27 286 -10 Acceptable Metric Acceptance
E 33 422 11 Acceptable (RMSE WRS ) T ≤ 55
G 54 549 14 Acceptable (RMSE D1 ) T ≤ 550
B 79 520 92 Not Acceptable diff avg ≥ 15
A 56 141 -55 Not Acceptable diff avg ≤ -15
C 31 63 -31 Not Acceptable
F 56 1376 -20 Not Acceptable
Min 27 63 -55
25th percentile 32 213 -26
Median 54 422 -10
75th percentile 56 535 12
Max 79 1376 92

T = a/t (20 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 49 415 47 Acceptable Metric Acceptance
E 26 329 13 Acceptable (RMSE WRS ) T ≤ 70
G 68 522 63 Acceptable (RMSE D1 ) T ≤ 525
B 74 713 114 Not Acceptable diff avg ≥ 0
A 63 529 -37 Not Acceptable diff avg ≤ 65
C 35 384 -56 Not Acceptable
F 66 739 -30 Not Acceptable
Min 26 329 -55
25th percentile 42 399 -26
Median 63 522 -10
75th percentile 67 621 12
Max 74 739 92

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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D . 4  W eig h ted M etrics  

D . 4 . 1  D efinitions  for W eig h ted M etrics  

Weighted RMSEWRS and RMSED1 metrics were investigated to determine if a weight function for 
the calculation of RMSE would improve the ability to distinguish between the good and bad WRS 
predictions.  The following equations define (RMSEWRS)W and (RMSED1)W: 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝑊𝑊𝑊𝑊𝑊𝑊)𝑊𝑊 = �
1
𝐿𝐿
��1 −

𝑥𝑥𝑘𝑘
𝑡𝑡
�
𝑊𝑊
∙ (𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘 −𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)

𝐿𝐿

𝑘𝑘=1
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𝑥𝑥𝑘𝑘
𝑡𝑡
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𝑊𝑊
∙ (𝐷𝐷1𝑘𝑘 − 𝐷𝐷1𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)

𝐿𝐿−1

𝑘𝑘=2

 

where L is the number of equally-spaced points chosen to represent the WRS profile through the 
wall thickness (from x / t =  0 to x / t =  1), W is the weight ex ponent, xk/t is the normaliz ed through-
thickness distance at the kth position through the wall thickness, WRSk and D1k are the WRS and 
first derivative of the WRS at the kth position through the wall thickness, and WRSkmean and D1kmean 
are the WRS and first derivative of the cross-sectional mean prediction. 

(RMSEWRS)W and (RMSED1)W were calculated for W= 1, 2, 5, 10, as shown in Section D.4.2.  The 
weight function gives higher weight to values of (WRSk-WRSkmean) or (D1k-D1kmean) closer to 
x / t =  0.  Furthermore, as the weight ex ponent increases, the weight function eventually takes 
values smaller than 1% , essentially truncating the RMSE calculation beyond a certain point, as 
illustrated in Figure D-14. 

 

F ig ure D - 1 4  W eig h t F unction as  a F unction of W eig h t Ex ponent W  
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D.4.2 Results and Assessment for Weighted Metrics 

Figure D-15 though Figure D-18 show the results for the analysis of weighted metrics 
(RMSEWRS)W and (RMSED1)W for W=1, 2, 5, and 10.  As in previous figures, the cells highlighted in 
green on the left-side tables meet the corresponding acceptance measures shown in the tables 
on the right.  In addition, the cells with green text and green background in the right-side tables 
(showing the acceptance measures) indicate the cases where the acceptance measures could be 
narrowed as compared to the criteria presented in 5.4.9 and 5.4.11.  These are the cases where 
using the weighted metrics results in a better ability to distinguish between good and bad WRS 
predictions. 

Below each figure in this section, a case-by-case assessment is provided.  Overall, weighted 
metrics allow for a significant narrowing of the acceptance measures for both axial and hoop 
WRS, which is an improvement over the basic metrics proposed in Sections 5.4.8 and 5.4.10.  
However, since the ability to distinguish between good and bad predictions is the same as for the 
basic metrics proposed in this report (see Sections 5.4.8 and 5.4.10), the additional analysis work 
required to implement weighted metrics is not considered worthwhile. 
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Figure D-15 Weighted Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=1 

Assessment of weighted metrics for W=1: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

W=1 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 21 277 -10 Acceptable Metric Acceptance
E 25 319 11 Acceptable (RMSE WRS ) W ≤ 40
G 38 376 14 Acceptable (RMSE D1 ) W ≤ 380
B 51 346 92 Not Acceptable diff avg ≥ 15
A 43 255 -55 Not Acceptable diff avg ≤ -15
C 20 198 -31 Not Acceptable
F 35 543 -20 Not Acceptable
Min 20 198 -55
25th percentile 23 266 -26
Median 35 319 -10
75th percentile 41 361 12
Max 51 543 92

W=1 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 36 297 47 Acceptable Metric Acceptance
E 20 256 13 Acceptable (RMSE WRS ) W ≤ 55
G 53 389 63 Acceptable (RMSE D1 ) W ≤ 390
B 57 489 114 Not Acceptable diff avg ≥ 0
A 38 359 -37 Not Acceptable diff avg ≤ 65
C 26 235 -56 Not Acceptable
F 44 524 -30 Not Acceptable
Min 20 235 -55
25th percentile 31 277 -26
Median 38 359 -10
75th percentile 48 439 12
Max 57 524 92

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure D-16 Weighted Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=2 

Assessment of weighted metrics for W=2: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

W=2 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 17 216 -10 Acceptable Metric Acceptance
E 21 296 11 Acceptable (RMSE WRS ) W ≤ 35
G 31 308 14 Acceptable (RMSE D1 ) W ≤ 310
B 42 254 92 Not Acceptable diff avg ≥ 15
A 35 191 -55 Not Acceptable diff avg ≤ -15
C 17 148 -31 Not Acceptable
F 31 504 -20 Not Acceptable
Min 17 148 -55
25th percentile 19 204 -26
Median 31 254 -10
75th percentile 33 302 12
Max 42 504 92

W=2 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 28 237 47 Acceptable Metric Acceptance
E 17 219 13 Acceptable (RMSE WRS ) W ≤ 50
G 47 338 63 Acceptable (RMSE D1 ) W ≤ 340
B 47 391 114 Not Acceptable diff avg ≥ 0
A 31 280 -37 Not Acceptable diff avg ≤ 65
C 23 179 -56 Not Acceptable
F 40 490 -30 Not Acceptable
Min 17 179 -55
25th percentile 26 228 -26
Median 31 280 -10
75th percentile 43 365 12
Max 47 490 92

Axial WRS

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
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Figure D-17 Weighted Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=5 

Assessment of weighted metrics for W=5: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

W=5 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 10 134 -10 Acceptable Metric Acceptance
E 16 256 11 Acceptable (RMSE WRS ) W ≤ 20
G 20 212 14 Acceptable (RMSE D1 ) W ≤ 260
B 33 156 92 Not Acceptable diff avg ≥ 15
A 25 98 -55 Not Acceptable diff avg ≤ -15
C 12 77 -31 Not Acceptable
F 24 439 -20 Not Acceptable
Min 10 77 -55
25th percentile 14 116 -26
Median 20 156 -10
75th percentile 24 234 12
Max 33 439 92

W=5 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 18 164 47 Acceptable Metric Acceptance
E 12 169 13 Acceptable (RMSE WRS ) W ≤ 35
G 35 270 63 Acceptable (RMSE D1 ) W ≤ 275
B 37 269 114 Not Acceptable diff avg ≥ 0
A 19 178 -37 Not Acceptable diff avg ≤ 65
C 19 103 -56 Not Acceptable
F 30 434 -30 Not Acceptable
Min 12 103 -55
25th percentile 18 167 -26
Median 19 178 -10
75th percentile 33 270 12
Max 37 434 92

Axial WRS

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
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Figure D-18 Weighted Quality Metrics for Phase 2b Average Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=10 

Assessment of weighted metrics for W=10: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Similar to basic metrics proposed in 5.4.8 and 5.4.10 

 

W=10 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 6 83 -10 Acceptable Metric Acceptance
E 11 221 11 Acceptable (RMSE WRS ) W ≤ 15
G 12 148 14 Acceptable (RMSE D1 ) W ≤ 225
B 26 117 92 Not Acceptable diff avg ≥ 15
A 18 49 -55 Not Acceptable diff avg ≤ -15
C 9 35 -31 Not Acceptable
F 18 381 -20 Not Acceptable
Min 6 35 -55
25th percentile 10 66 -26
Median 12 117 -10
75th percentile 18 185 12
Max 26 381 92

W=10 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 13 126 47 Acceptable Metric Acceptance
E 8 136 13 Acceptable (RMSE WRS ) W ≤ 25
G 24 220 63 Acceptable (RMSE D1 ) W ≤ 225
B 31 198 114 Not Acceptable diff avg ≥ 0
A 13 116 -37 Not Acceptable diff avg ≤ 65
C 16 67 -56 Not Acceptable
F 20 381 -30 Not Acceptable
Min 8 67 -55
25th percentile 13 121 -26
Median 16 136 -10
75th percentile 22 209 12
Max 31 381 92

Hoop WRS

Axial WRS
Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
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ANALYSIS OF VALIDATION METRICS FOR ISOTROPIC 
HARDENING 

This appendix describes analyses performed to explore potential additional or alternative metrics 
for weld residual stress (WRS) validation when using an isotropic hardening law, in complement to 
those presented in Section 5.4.7. 

E.1 Root Mean Square Error on First Derivative

E.1.1 Definition for RMSED1 

The first additional quality metric is RMSE on the first derivative of WRS with respect to through-
wall position.  This quality metric is related to through-wall WRS trends and concavity.  Here, the 
three-point formula was used to estimate the first derivative [20],[35]. 

𝐷𝐷1𝑘𝑘 =
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

�
𝑘𝑘
≈

1
2 ∙ ℎ

(𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘+1 −𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘−1) 

where 
t
rxnorm =  is the through-wall position normalized to the wall thickness and h is the 

distance between the kth and k+1th data point (h should not vary from interval to interval), and 
WRSk is the analyst’s predicted stress magnitude at the kth position through the wall thickness.  

The RMSE on first derivative was calculated according to: 

𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷1 = �
1

𝐿𝐿 − 2
�(𝐷𝐷1𝑘𝑘 − 𝐷𝐷1𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿−1

𝑘𝑘=2

 

where L is the number of equally-spaced points chosen to represent the WRS profile through the 
wall thickness (from x/t = 0 to x/t = 1), D1k is the first derivative of the analyst’s predicted stress 
magnitude at the kth position through the wall thickness, and D1kmean is the first derivative of the 
cross-sectional mean prediction. 

E.1.2 Results and Assessment for RMSED1 

RMSED1 was calculated for both axial and hoop WRS, as shown in Figure D-1.  The acceptance 
criterion for RMSED1 was set to RMSED1<520 for axial WRS, and to RMSED1<550 for hoop WRS.  
These values were chosen such that all the participants whose WRS prediction resulted in 
“acceptable” crack growth passed the criterion for the RMSED2 metric.  In Figure D-1, the cells 
highlighted in green on the left-side tables meet the corresponding acceptance measures shown 
in the tables on the right. 

For axial WRS, the acceptance criterion that had to be set for RMSED1 does not allow for a 
distinction to be made between the WRS predictions that resulted in “acceptable” crack growth 
(hereafter referred to as “good” predictions) and those that did not (hereafter referred to as “bad” 
predictions).  In fact, all except two of the participants meet the acceptance criterion for the 
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RMSED1 metric, because participant G, who predicted similar crack growth, had the third highest 
RMSED1 of all participants. 

For hoop WRS, similarly, the acceptance criterion that had to be set for RMSED1 does not allow 
for a distinction to be made between the WRS predictions that resulted in “acceptable” crack 
growth and those that did not.  In fact, all except two of the participants meet the acceptance 
criterion for the RMSED1 metric, because participant G, who predicted similar crack growth, had 
the third highest RMSED1 of all participants. 

In summary, there is no added benefit to using the RMSED1 metric, since it is not able to 
distinguish well between the “good” and the “bad” WRS predictions without also using the diffave 
metric, which was already the case when using the RMSEWRS metric. 

 

Figure E- 1 Quality metrics for Phase 2b average predictions, including RMSED1. (left), 
and acceptance measures for the proposed metrics (right).   

D1
Participant RMSE WRS RMSE D1 diff avg Crack Growth

D 52 768 8 Similar Metric Acceptance
E 48 660 22 Similar RMSE WRS ≤ 75
G 74 865 -1 Similar RMSE D1 ≤ 900
B 109 839 120 Too Fast diff avg ≥ -5
A 78 605 -84 Too Slow
C 43 521 -55 Too Slow
F 67 1055 -16 Too Slow
Min 43 521 -84
25th percentile 50 632 -36
Median 67 768 -1
75th percentile 76 852 15
Max 109 1055 120

D1
Participant RMSE WRS RMSE D1 diff avg Time to leakage

D 70 698 95 Too Short Metric Acceptance
E 49 713 23 Acceptable RMSE WRS ≤ 85
G 82 939 23 Acceptable RMSE D1 ≤ 950
B 114 1234 156 Too Short diff avg ≥ -75
A 86 1079 -68 Too Long diff avg ≤ 75
C 53 627 -71 Acceptable
F 59 914 1 Acceptable
Min 49 627 -71
25th percentile 56 706 -34
Median 70 914 23
75th percentile 84 1009 59
Max 114 1234 156

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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E.2 Root Mean Square Error on Second Derivative 

E.2.1 Definition for RMSED2 

The first additional metric investigated was root mean square error (RMSE) on the second 
derivative of WRS with respect to through-wall position.  This quality metric is related to through-
wall WRS trends and is a true measure of concavity. 

𝐷𝐷2𝑘𝑘 =
𝑑𝑑𝐷𝐷1

𝑑𝑑𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
�
𝑘𝑘
≈

1
4 ∙ ℎ2

(𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘+2 − 2 ∙ 𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘 + 𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘−2) 

where 
t
rxnorm =  is the through-wall position normalized to the wall thickness, h is the distance 

between the kth and k+1th data point (h should not vary from interval to interval), WRSk is the 
analyst’s predicted stress magnitude at the kth position through the wall thickness, and WRSkmean is 
the cross-sectional mean prediction.  The RMSE on the second derivative was calculated 
according to: 

𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷2 = �
1

𝐿𝐿 − 4
�(𝐷𝐷2𝑘𝑘 − 𝐷𝐷2𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿−2

𝑘𝑘=3

 

where L is the number of equally-spaced points chosen to represent the WRS profile through the 
wall thickness (from x/t = 0 to x/t = 1), D2k is the second derivative of the analyst’s predicted 
stress magnitude at the kth position through the wall thickness, and D2kmean is the second 
derivative of the cross-sectional mean prediction. 

E.2.2 Results and Assessment for RMSED2 

RMSED2 was calculated for both axial and hoop WRS, as shown in Figure E-2.  The acceptance 
criterion for RMSED2 was set to RMSED2<22340 for axial WRS, and to RMSED2<23145 for hoop 
WRS.  These values were chosen such that all the participants whose WRS prediction resulted in 
“acceptable” crack growth passed the criterion for the RMSED2 metric.  In Figure E-2, the cells 
highlighted in green on the left-side tables meet the corresponding acceptance measures shown 
in the tables on the right. 

For axial WRS, the acceptance criterion that had to be set for RMSED2 does not allow for a 
distinction to be made between the WRS predictions that resulted in “similar” crack growth 
(hereafter referred to as “good” predictions) and those that did not (hereafter referred to as “bad” 
predictions).  In fact, all the participants meet the acceptance criterion for the RMSED2 metric, 
because participant G, who predicted similar crack growth, had the highest RMSED2 of all 
participants. 

For hoop WRS, not in all cases except for participant D, the acceptance criterion that had to be 
set for RMSED2 allows for a distinction between the WRS predictions that resulted in “acceptable” 
time to leakage (hereafter referred to as “good” predictions) and those that did not (hereafter 
referred to as “bad” predictions).  Importantly, in all cases except for participant D, RMSEWRS and 
RMSED1 were also able to distinguish between the WRS predictions that resulted in “acceptable” 
time to leakage and those that did not. 
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In summary, there is no added benefit to using the RMSED2 metric, since it is not able to 
distinguish between the “good” and the “bad” WRS predictions any better than the RMSEWRS and 
RMSED1 metrics. 

 

Figure E-2 Quality metrics for Phase 2b isotropic predictions, including RMSED2. (left), 
and acceptance measures for the proposed metrics (right). 

  

D2
Participant RMSE WRS RMSE D1 RMSE D2 diff avg Crack Growth

D 52 768 17734 8 Similar Metric Acceptance
E 48 660 16033 22 Similar RMSE WRS ≤ 75
G 74 865 22340 -1 Similar RMSE D1 ≤ 900
B 109 839 18379 120 Too Fast RMSE D2 ≤ 22340
A 78 605 14546 -84 Too Slow diff avg ≥ -5
C 43 521 15796 -55 Too Slow
F 67 1055 20787 -16 Too Slow
Min 43 521 14546 -84
25th percentile 50 632 15915 -36
Median 67 768 17734 -1
75th percentile 76 852 19583 15
Max 109 1055 22340 120

D2
Participant RMSE WRS RMSE D1 RMSE D2 diff avg Time to leakage

D 70 698 17087 95 Too Short Metric Acceptance
E 49 713 14652 23 Acceptable RMSE WRS ≤ 85
G 82 939 23145 23 Acceptable RMSE D1 ≤ 950
B 114 1234 25551 156 Too Short RMSE D2 ≤ 23145
A 86 1079 34326 -68 Too Long diff avg ≥ -75
C 53 627 16645 -71 Acceptable diff avg ≤ 75
F 59 914 17033 1 Acceptable
Min 49 627 14652 -71
25th percentile 56 706 16839 -34
Median 70 914 17087 23
75th percentile 84 1009 24348 59
Max 114 1234 34326 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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E.3 Truncated Metrics 

E.3.1 Definitions for Truncated Metrics 

Truncated RMSEWRS and RMSED1 metrics were investigated to determine if a truncation limit for 
the calculation of RMSE would improve the ability to distinguish between the good and bad WRS 
predictions.  The following equations define (RMSEWRS)T and (RMSED1)T. 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝑊𝑊𝑊𝑊𝑊𝑊)𝑇𝑇 = � 1
𝐿𝐿𝑇𝑇

�(𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘 −𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿𝑇𝑇

𝑘𝑘=1

 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷1)𝑇𝑇 = � 1
𝐿𝐿𝑇𝑇 − 1

�(𝐷𝐷1𝑘𝑘 − 𝐷𝐷1𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)
𝐿𝐿𝑇𝑇

𝑘𝑘=2

 

where LT is the number of equally-spaced points where WRS or D1 are known, up to the 
truncation limit T, with 0<T<1.  For example, for T=0.55, if there are 100 equally-spaced points 
through the wall thickness where WRS and D1 are known, LT would be equal to 55.  WRSk and 
D1k are the WRS and first derivative of the WRS at the kth position through the wall thickness, and 
WRSkmean and D1kmean are the WRS and first derivative of the cross-sectional mean prediction. 

(RMSEWRS)T and (RMSED1)T were calculated for T=0.1, 0.2,…, 0.9, as shown in E.3.2.  In addition, 
(RMSEWRS)T and (RMSED1)T were calculated for T=a/t(10 years) and T=a/t(20 years), as shown in 
Section E.3.3 and Section E.3.4, respectively. 

E.3.2 Assessment of Arbitrary Truncation 

Figure E-3 through Figure E-11 show the results for the analysis of truncated metrics (RMSEWRS)T 
and (RMSED1)T for T=0.1, 0.2,…, 0.9.  As in previous figures, the cells highlighted in green on the 
left-side tables meet the corresponding acceptance measures shown in the tables on the right.  In 
addition, the cells with green text and green background in the tables on the right (showing the 
acceptance measures) indicate the cases where the acceptance measures could be narrowed as 
compared to the criteria in Sections 5.4.9 and 5.4.11.  These are the cases where using the 
truncated metrics results in a better ability to distinguish between good and bad WRS predictions.  
Finally, the cells highlighted in yellow/orange in the left-side tables correspond to cases where the 
acceptance measures for (RMSEWRS)T, (RMSED1)T, and diffavg are met, but where the crack growth 
or time-to-leakage predictions are not satisfactory.  These cases are considered “false positives” 
and correspond to cases where the truncated criteria results are unable to correctly distinguish 
between good and bad WRS predictions. 

Below each figure in this section, a case-by-case assessment is provided.  Overall, the truncated 
metrics do not offer any clear improvement over the basic metrics proposed in this report (see 
Sections 5.4.8 and 5.4.10). 
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Figure E-3 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.1 

Assessment of truncated metrics for T=0.1: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall no improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.1 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 22 808 8 Similar Metric Acceptance
E 51 1612 22 Similar (RMSE WRS ) T ≤ 52
G 16 936 -1 Similar (RMSE D1 ) T ≤ 1615
B 121 721 120 Too Fast diff avg ≥ -5
A 86 433 -84 Too Slow
C 55 97 -55 Too Slow
F 72 2352 -16 Too Slow
Min 16 97 -84
25th percentile 37 577 -36
Median 55 808 -1
75th percentile 79 1274 15
Max 121 2352 120

T=0.1 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 98 733 95 Too Short Metric Acceptance
E 35 1050 23 Acceptable (RMSE WRS ) T ≤ 75
G 52 1755 23 Acceptable (RMSE D1 ) T ≤ 2450
B 160 1129 156 Too Short diff avg ≥ -75
A 66 748 -68 Too Long diff avg ≤ 75
C 72 356 -71 Acceptable
F 74 2423 1 Acceptable
Min 35 356 -71
25th percentile 59 741 -34
Median 72 1050 23
75th percentile 86 1442 59
Max 160 2423 156

Hoop Stress / Axial Flaw Growth

Axial Stress / Circ Flaw Growth

Hoop WRS

Axial WRS
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Figure E-4 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.2 

Assessment of truncated metrics for T=0.2: 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Wider (worse) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.2 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 47 708 8 Similar Metric Acceptance
E 72 1221 22 Similar (RMSE WRS) T ≤ 75
G 72 1011 -1 Similar (RMSE D1 ) T ≤ 1225
B 109 583 120 Too Fast diff avg ≥ -5
A 72 357 -84 Too Slow
C 48 249 -55 Too Slow
F 95 1636 -16 Too Slow
Min 47 249 -84
25th percentile 60 470 -36
Median 72 708 -1
75th percentile 84 1116 15
Max 109 1636 120

T=0.2 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 74 823 95 Too Short Metric Acceptance
E 58 827 23 Acceptable (RMSE WRS) T ≤ 120
G 116 1363 23 Acceptable (RMSE D1 ) T ≤ 1750
B 125 1094 156 Too Short diff avg ≥ -75
A 78 1015 -68 Too Long diff avg ≤ 75
C 62 326 -71 Acceptable
F 100 1721 1 Acceptable
Min 58 326 -71
25th percentile 68 825 -34
Median 78 1015 23
75th percentile 108 1229 59
Max 125 1721 156

Axial WRS

Hoop WRS

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
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Figure E-5 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.3 

Assessment of truncated metrics for T=0.3: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.3 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 44 715 8 Similar Metric Acceptance
E 66 1006 22 Similar (RMSE WRS) T ≤ 82
G 81 870 -1 Similar (RMSE D1 ) T ≤ 1050
B 97 573 120 Too Fast diff avg ≥ -5
A 75 507 -84 Too Slow
C 47 336 -55 Too Slow
F 85 1544 -16 Too Slow
Min 44 336 -84
25th percentile 57 540 -36
Median 75 715 -1
75th percentile 83 938 15
Max 97 1544 120

T=0.3 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 63 748 95 Too Short Metric Acceptance
E 51 740 23 Acceptable (RMSE WRS) T ≤ 120
G 120 1181 23 Acceptable (RMSE D1 ) T ≤ 1500
B 104 1064 156 Too Short diff avg ≥ -75
A 74 1030 -68 Too Long diff avg ≤ 75
C 52 456 -71 Acceptable
F 102 1498 1 Acceptable
Min 51 456 -71
25th percentile 57 744 -34
Median 74 1030 23
75th percentile 103 1123 59
Max 120 1498 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure E-6 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.4 

Assessment of truncated metrics for T=0.4: 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Wider (worse) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.4 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 53 808 8 Similar Metric Acceptance
E 62 933 22 Similar (RMSE WRS) T ≤ 75
G 73 1022 -1 Similar (RMSE D1 ) T ≤ 1025
B 85 606 120 Too Fast diff avg ≥ -5
A 86 544 -84 Too Slow
C 46 517 -55 Too Slow
F 79 1401 -16 Too Slow
Min 46 517 -84
25th percentile 57 575 -36
Median 73 808 -1
75th percentile 82 977 15
Max 86 1401 120

T=0.4 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 68 769 95 Too Short Metric Acceptance
E 51 764 23 Acceptable (RMSE WRS) T ≤ 110
G 108 1118 23 Acceptable (RMSE D1 ) T ≤ 1350
B 92 1068 156 Too Short diff avg ≥ -75
A 82 1081 -68 Too Long diff avg ≤ 75
C 48 547 -71 Acceptable
F 90 1331 1 Acceptable
Min 48 547 -71
25th percentile 60 766 -34
Median 82 1068 23
75th percentile 91 1099 59
Max 108 1331 156

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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Figure E-7 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.5 

Assessment of truncated metrics for T=0.5: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.5 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 61 807 8 Similar Metric Acceptance
E 57 863 22 Similar (RMSE WRS) T ≤ 78
G 78 951 -1 Similar (RMSE D1 ) T ≤ 955
B 85 629 120 Too Fast diff avg ≥ -5
A 79 636 -84 Too Slow
C 42 522 -55 Too Slow
F 73 1338 -16 Too Slow
Min 42 522 -84
25th percentile 59 632 -36
Median 73 807 -1
75th percentile 79 907 15
Max 85 1338 120

T=0.5 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 89 765 95 Too Short Metric Acceptance
E 55 726 23 Acceptable (RMSE WRS) T ≤ 100
G 98 1037 23 Acceptable (RMSE D1 ) T ≤ 1205
B 97 1155 156 Too Short diff avg ≥ -75
A 110 1158 -68 Too Long diff avg ≤ 75
C 62 605 -71 Acceptable
F 80 1204 1 Acceptable
Min 55 605 -71
25th percentile 71 746 -34
Median 89 1037 23
75th percentile 98 1157 59
Max 110 1204 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth
Hoop WRS

Axial WRS
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Figure E-8 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.6 

Assessment of truncated metrics for T=0.6: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.6 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 57 807 8 Similar Metric Acceptance
E 52 793 22 Similar (RMSE WRS) T ≤ 85
G 82 876 -1 Similar (RMSE D1 ) T ≤ 900
B 93 601 120 Too Fast diff avg ≥ -5
A 77 680 -84 Too Slow
C 39 485 -55 Too Slow
F 70 1228 -16 Too Slow
Min 39 485 -84
25th percentile 54 640 -36
Median 70 793 -1
75th percentile 79 841 15
Max 93 1228 120

T=0.6 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 86 802 95 Too Short Metric Acceptance
E 52 762 23 Acceptable (RMSE WRS) T ≤ 90
G 90 964 23 Acceptable (RMSE D1 ) T ≤ 1120
B 124 1103 156 Too Short diff avg ≥ -75
A 105 1171 -68 Too Long diff avg ≤ 75
C 58 717 -71 Acceptable
F 74 1119 1 Acceptable
Min 52 717 -71
25th percentile 66 782 -34
Median 86 964 23
75th percentile 98 1111 59
Max 124 1171 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure E-9 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.7 

Assessment of truncated metrics for T=0.7: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial WRS 
o Identical (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.7 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 53 756 8 Similar Metric Acceptance
E 49 753 22 Similar (RMSE WRS) T ≤ 85
G 83 909 -1 Similar (RMSE D1 ) T ≤ 910
B 89 921 120 Too Fast diff avg ≥ -5
A 81 640 -84 Too Slow
C 36 472 -55 Too Slow
F 66 1157 -16 Too Slow
Min 36 472 -84
25th percentile 51 697 -36
Median 66 756 -1
75th percentile 82 915 15
Max 89 1157 120

T=0.7 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 81 743 95 Too Short Metric Acceptance
E 50 743 23 Acceptable (RMSE WRS) T ≤ 85
G 85 959 23 Acceptable (RMSE D1 ) T ≤ 1040
B 125 1269 156 Too Short diff avg ≥ -75
A 97 1094 -68 Too Long diff avg ≤ 75
C 57 678 -71 Acceptable
F 69 1040 1 Acceptable
Min 50 678 -71
25th percentile 63 743 -34
Median 81 959 23
75th percentile 91 1067 59
Max 125 1269 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure E-10 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.8 

Assessment of truncated metrics for T=0.8: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial WRS 
o Identical (RMSEWRS)T acceptance criterion for hoop WRS 
o Narrower (better) (RMSED1)T acceptance criterion for axial WRS 
o Wider (worse) (RMSED1)T acceptance criterion for hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

 

T=0.8 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 52 734 8 Similar Metric Acceptance
E 50 710 22 Similar (RMSE WRS) T ≤ 80
G 78 893 -1 Similar (RMSE D1 ) T ≤ 895
B 96 920 120 Too Fast diff avg ≥ -5
A 84 602 -84 Too Slow
C 42 507 -55 Too Slow
F 64 1099 -16 Too Slow
Min 42 507 -84
25th percentile 51 656 -36
Median 64 734 -1
75th percentile 81 907 15
Max 96 1099 120

T=0.8 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 76 746 95 Too Short Metric Acceptance
E 50 740 23 Acceptable (RMSE WRS) T ≤ 85
G 85 917 23 Acceptable (RMSE D1 ) T ≤ 1010
B 117 1233 156 Too Short diff avg ≥ -75
A 93 1123 -68 Too Long diff avg ≤ 75
C 55 656 -71 Acceptable
F 65 1007 1 Acceptable
Min 50 656 -71
25th percentile 60 743 -34
Median 76 917 23
75th percentile 89 1065 59
Max 117 1233 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS



E-14 

 

Figure E-11 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=0.9 

Assessment of truncated metrics for T=0.9: 

• Acceptance measures: 
o Wider (worse) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

 

E.3.3 Assessment of Truncation at 10 Years Crack Growth 

Figure E-12 shows the results for the analysis of truncated metrics (RMSEWRS)T and (RMSED1)T 
for T=a/t(10 years), which vary by participant.  As in previous figures, the cells highlighted in green 

T=0.9 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 52 741 8 Similar Metric Acceptance
E 50 674 22 Similar (RMSE WRS) T ≤ 80
G 77 876 -1 Similar (RMSE D1 ) T ≤ 900
B 105 871 120 Too Fast diff avg ≥ -5
A 82 633 -84 Too Slow
C 45 532 -55 Too Slow
F 69 1064 -16 Too Slow
Min 45 532 -84
25th percentile 51 654 -36
Median 69 741 -1
75th percentile 80 874 15
Max 105 1064 120

T=0.9 Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 73 715 95 Too Short Metric Acceptance
E 51 719 23 Acceptable (RMSE WRS) T ≤ 86
G 86 910 23 Acceptable (RMSE D1 ) T ≤ 955
B 114 1238 156 Too Short diff avg ≥ -75
A 90 1128 -68 Too Long diff avg ≤ 75
C 54 649 -71 Acceptable
F 62 955 1 Acceptable
Min 51 649 -71
25th percentile 58 717 -34
Median 73 910 23
75th percentile 88 1042 59
Max 114 1238 156

Hoop Stress / Axial Flaw Growth

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop WRS
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on the left-side tables meet the corresponding acceptance measures shown in the tables on the 
right.  In addition, the cells with green text and green background in the right-side tables (showing 
the acceptance measures) indicate the cases where the acceptance measures could be narrowed 
as compared to the criteria presented in Sections 5.4.9 and 5.4.11.  These are the cases where 
using the truncated metrics results in a better ability to distinguish between good and bad WRS 
predictions.  There are no such cases for truncation at T=a/t(10 years).  Finally, the cells 
highlighted in yellow/orange in the left-side tables correspond to cases where the acceptance 
measures for (RMSEWRS)T, (RMSED1)T, and diffavg are met, but where the crack growth or 
time-to-leakage predictions are not satisfactory.  These cases are considered “false positives” and 
correspond to cases where the truncated criteria results are unable to correctly distinguish 
between good and bad WRS predictions.  There are no such cases for truncation at T=a/t(10 
years). 

 

Figure E-12 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T=a/t(10 years) 

Assessment of truncated metrics for T=a/t(10 years): 

T = a/t (10 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 34 831 8 Similar Metric Acceptance
E 58 889 22 Similar (RMSE WRS ) T ≤ 75
G 75 1009 -1 Similar (RMSE D1 ) T ≤ 1010
B 109 835 120 Too Fast diff avg ≥ -5
A 86 433 -84 Too Slow
C 55 97 -55 Too Slow
F 72 2352 -16 Too Slow
Min 45 532 -84
25th percentile 51 654 -36
Median 69 741 -1
75th percentile 80 874 15
Max 105 1064 120

T = a/t (10 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 70 695 95 Too Short Metric Acceptance
E 49 709 23 Acceptable (RMSE WRS ) T ≤ 82
G 82 935 23 Acceptable (RMSE D1 ) T ≤ 1050
B 114 1228 156 Too Short diff avg ≥ -75
A 110 1147 -68 Too Long diff avg ≤ 75
C 54 653 -71 Acceptable
F 69 1040 1 Acceptable
Min 51 649 -71
25th percentile 58 717 -34
Median 73 910 23
75th percentile 88 1042 59
Max 114 1238 156

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Marginally narrower (better) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall widening of acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

Overall, it can be said that truncated metrics with T=a/t(10 years) do not offer any clear 
improvement over the basic metrics proposed in this report (see 5.4.8 and 5.4.10). 

E.3.4 Assessment of Truncation at 20 Years Crack Growth 

Figure E-13 shows the results for the analysis of truncated metrics (RMSEWRS)T and (RMSED1)T for 
T=a/t(20 years), which varies by participant.  As in previous figures, the cells highlighted in green 
on the left-side tables meet the corresponding acceptance measures shown in the tables on the 
right.  In addition, the cells with green text and green background in the right-side tables (showing 
the acceptance measures) indicate the cases where the acceptance measures could be narrowed 
as compared to the criteria presented in Sections 5.4.9 and 5.4.11.  These are the cases where 
using the truncated metrics results in a better ability to distinguish between good and bad WRS 
predictions.  There are no such cases for truncation at T=a/t(20 years).  Finally, the cells 
highlighted in yellow/orange in the left-side tables correspond to cases where the acceptance 
measures for (RMSEWRS)T, (RMSED1)T, and diffavg are met, but where the crack growth or 
time-to-leakage predictions are not satisfactory.  These cases are considered “false positives” and 
correspond to cases where the truncated criteria results are unable to correctly distinguish 
between good and bad WRS predictions.  There are no such cases for truncation at T=a/t(20 
years). 

Assessment of truncated metrics for T=a/t(20 years): 

• Acceptance measures: 
o Identical (RMSEWRS)T acceptance criterion for axial WRS 
o Marginally narrower (better) (RMSEWRS)T acceptance criterion for hoop WRS 
o Wider (worse) (RMSED1)T acceptance criterion for axial WRS 
o Marginally narrower (better) (RMSED1)T acceptance criterion for hoop WRS 
o Overall marginal improvement on acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

Overall, the truncated metrics with T=a/t(20 years) do not offer any clear improvement over the 
basic metrics proposed in this report (see Sections 5.4.8 and 5.4.10).  In fact, although these 
metrics provide a marginal improvement on acceptance measures ranges, they require the 
performance of crack growth predictions, which is a burdensome exercise that is not worth the 
very small gains achieved. 

 



E-17 

 

Figure E-13 Truncated Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for T= a/t(20 years) 

  

T = a/t (20 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Crack Growth

D 46 721 8 Similar Metric Acceptance
E 58 889 22 Similar (RMSE WRS ) T ≤ 75
G 75 1009 -1 Similar (RMSE D1 ) T ≤ 1010
B 109 835 120 Too Fast diff avg ≥ -5
A 86 433 -84 Too Slow
C 55 97 -55 Too Slow
F 72 2352 -16 Too Slow
Min 45 532 -84
25th percentile 51 654 -36
Median 69 741 -1
75th percentile 80 874 15
Max 105 1064 120

T = a/t (20 yrs) Truncated
Participant (RMSE WRS ) T (RMSE D1 ) T diff avg Time to leakage

D 70 695 95 Too Short Metric Acceptance
E 49 709 23 Acceptable (RMSE WRS ) T ≤ 82
G 82 935 23 Acceptable (RMSE D1 ) T ≤ 935
B 114 1228 156 Too Short diff avg ≥ -75
A 111 1167 -68 Too Long diff avg ≤ 75
C 53 624 -71 Acceptable
F 59 909 1 Acceptable
Min 51 649 -71
25th percentile 58 717 -34
Median 73 910 23
75th percentile 88 1042 59
Max 114 1238 156

Axial Stress / Circ Flaw Growth
Axial WRS

Hoop Stress / Axial Flaw Growth
Hoop WRS
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E. 4 W eig h ted M etrics  

E. 4 . 1  D efinitions  for W eig h ted M etrics  

Truncated RMSEWRS and RMSED1 metrics were investigated to determine if a weight function for 
the calculation of RMSE would improve the ability to distinguish between the good and bad WRS 
predictions.  The following equations define (RMSEWRS)W and (RMSED1)W: 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝑊𝑊𝑊𝑊𝑊𝑊)𝑊𝑊 = �
1
𝐿𝐿
��1 −

𝑥𝑥𝑘𝑘
𝑡𝑡
�
𝑊𝑊
∙ (𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘 −𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)

𝐿𝐿

𝑘𝑘=1

 

(𝑑𝑑𝑅𝑅𝑑𝑑𝑅𝑅𝐷𝐷1)𝑊𝑊 = �
1

𝐿𝐿 − 2
��1 −

𝑥𝑥𝑘𝑘
𝑡𝑡
�
𝑊𝑊
∙ (𝐷𝐷1𝑘𝑘 − 𝐷𝐷1𝑘𝑘𝑛𝑛𝑚𝑚𝑚𝑚𝑛𝑛)

𝐿𝐿−1

𝑘𝑘=2

 

where L is the number of equally-spaced points chosen to represent the WRS profile through the 
wall thickness (from x / t =  0 to x / t =  1), W is the weight ex ponent, xk/t is the normaliz ed through-
thickness distance at the kth position through the wall thickness, WRSk and D1k are the WRS and 
first derivative of the WRS at the kth position through the wall thickness, and WRSkmean and D1kmean 
are the WRS and first derivative of the cross-sectional mean prediction. 

(RMSEWRS)W and (RMSED1)W were calculated for W= 1, 2, 5, 10, as shown in Section E.4.2.  The 
weight function gives higher weight to values of (WRSk-WRSkmean) or (D1k-D1kmean) closer to 
x / t =  0.  Furthermore, as the weight ex ponent increases, the weight function eventually takes 
values smaller than 1% , essentially truncating the RMSE calculation beyond a certain point, as 
illustrated in Figure E-14. 

 

F ig ure E- 1 4  W eig h t F unction as  a F unction of W eig h t Ex ponent W  
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E.4.2 Results and Assessment for Weighted Metrics 

Figure E-15 though Figure E-18 show the results for the analysis of weighted metrics (RMSEWRS)W 
and (RMSED1)W for W=1, 2, 5, and 10.  As in previous figures, the cells highlighted in green on the 
left-side tables meet the corresponding acceptance measures shown in the tables on the right.  In 
addition, the cells with green text and green background in the right-side tables (showing the 
acceptance measures) indicate the cases where the acceptance measures could be narrowed as 
compared to the criteria presented in 5.4.9 and 5.4.11.  These are the cases where using the 
weighted metrics results in a better ability to distinguish between good and bad WRS predictions.  
Finally, the cells highlighted in yellow/orange in the left-side tables correspond to cases where the 
acceptance measures for (RMSEWRS)W, (RMSED1)W, and diffavg are met, but where the crack 
growth or time to leakage predictions are not satisfactory.  These cases are considered “false 
positives” and correspond to cases where the weighted criteria results are unable to correctly 
distinguish between good and bad WRS predictions. 

Below each figure in this section, a case-by-case assessment is provided.  Overall, weighted 
metrics allow for a significant narrowing of the acceptance measures for both axial and hoop 
WRS, which is an improvement over the basic metrics proposed in Sections 5.4.8 and 5.4.10.  
However, in all cases investigated where W>1, some false positives occur for hoop WRS.  
Consequently, the weighted metrics do not offer any improvement over the basic metrics 
proposed in this report (see Sections 5.4.8 and 5.4.10). 
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Figure E-15 Weighted Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=1 

Assessment of weighted metrics for W=1: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial and hoop WRS 
o Same ability to distinguish as basic metrics proposed in 5.4.8 and 5.4.10 

 

W=1 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 37 540 8 Similar Metric Acceptance
E 38 581 22 Similar (RMSE WRS) W ≤ 55
G 55 645 -1 Similar (RMSE D1 ) W ≤ 645
B 68 555 120 Too Fast diff avg ≥ -5
A 57 429 -84 Too Slow
C 30 342 -55 Too Slow
F 51 889 -16 Too Slow
Min 30 342 -84
25th percentile 38 485 -36
Median 51 555 -1
75th percentile 56 613 15
Max 68 889 120

W=1 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 55 531 95 Too Short Metric Acceptance
E 36 530 23 Acceptable (RMSE WRS) W ≤ 65
G 65 719 23 Acceptable (RMSE D1 ) W ≤ 830
B 81 839 156 Too Short diff avg ≥ -75
A 66 778 -68 Too Long diff avg ≤ 75
C 40 443 -71 Acceptable
F 53 828 1 Acceptable
Min 36 443 -71
25th percentile 46 531 -34
Median 55 719 23
75th percentile 66 803 59
Max 81 839 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure E-16 Weighted Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=2 

Assessment of weighted metrics for W=2: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

W=2 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 30 442 8 Similar Metric Acceptance
E 33 541 22 Similar (RMSE WRS) W ≤ 45
G 44 538 -1 Similar (RMSE D1 ) W ≤ 550
B 55 408 120 Too Fast diff avg ≥ -5
A 46 334 -84 Too Slow
C 25 257 -55 Too Slow
F 44 814 -16 Too Slow
Min 25 257 -84
25th percentile 32 371 -36
Median 44 442 -1
75th percentile 45 539 15
Max 55 814 120

W=2 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 46 443 95 Too Short Metric Acceptance
E 30 445 23 Acceptable (RMSE WRS) W ≤ 60
G 57 638 23 Acceptable (RMSE D1 ) W ≤ 790
B 66 662 156 Too Short diff avg ≥ -75
A 53 620 -68 Too Long diff avg ≤ 75
C 33 337 -71 Acceptable
F 48 782 1 Acceptable
Min 30 337 -71
25th percentile 39 444 -34
Median 48 620 23
75th percentile 55 650 59
Max 66 782 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure E-17 Weighted Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=5 

Assessment of weighted metrics for W=5: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

W=5 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 19 302 8 Similar Metric Acceptance
E 26 474 22 Similar (RMSE WRS) W ≤ 30
G 28 386 -1 Similar (RMSE D1 ) W ≤ 475
B 42 259 120 Too Fast diff avg ≥ -5
A 33 200 -84 Too Slow
C 20 141 -55 Too Slow
F 34 698 -16 Too Slow
Min 19 141 -84
25th percentile 23 230 -36
Median 28 302 -1
75th percentile 34 430 15
Max 42 698 120

W=5 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 32 318 95 Too Short Metric Acceptance
E 21 337 23 Acceptable (RMSE WRS) W ≤ 45
G 42 525 23 Acceptable (RMSE D1 ) W ≤ 710
B 50 452 156 Too Short diff avg ≥ -75
A 34 395 -68 Too Long diff avg ≤ 75
C 25 189 -71 Acceptable
F 38 704 1 Acceptable
Min 21 189 -71
25th percentile 28 328 -34
Median 34 395 23
75th percentile 40 489 59
Max 50 704 156

Axial Stress / Circ Flaw Growth

Hoop Stress / Axial Flaw Growth

Axial WRS

Hoop WRS
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Figure E-18 Weighted Quality Metrics for Phase 2b Isotropic Predictions (left), and 
Acceptance measures for the Proposed Metrics (right), for W=10 

Assessment of weighted metrics for W=10: 

• Acceptance measures: 
o Narrower (improved) (RMSEWRS)T acceptance criterion for axial and hoop WRS 
o Narrower (improved) (RMSED1)T acceptance criterion for axial and hoop WRS 
o Overall significant improvement in acceptance measures 

• Ability to distinguish between good and bad predictions: 
o Good for axial WRS 
o False positive for prediction A for hoop WRS 
o Less ability to distinguish than basic metrics proposed in 5.4.8 and 5.4.10 

 

W=10 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Crack Growth

D 12 208 8 Similar Metric Acceptance
E 19 411 22 Similar (RMSE WRS) W ≤ 20
G 17 276 -1 Similar (RMSE D1 ) W ≤ 415
B 34 204 120 Too Fast diff avg ≥ -5
A 26 132 -84 Too Slow
C 16 70 -55 Too Slow
F 26 607 -16 Too Slow
Min 12 70 -84
25th percentile 16 168 -36
Median 19 208 -1
75th percentile 26 344 15
Max 34 607 120

W=10 Weighted
Participant (RMSE WRS ) W (RMSE D1 ) W diff avg Time to leakage

D 26 239 95 Too Short Metric Acceptance
E 14 273 23 Acceptable (RMSE WRS) W ≤ 30
G 27 428 23 Acceptable (RMSE D1 ) W ≤ 630
B 42 338 156 Too Short diff avg ≥ -75
A 23 252 -68 Too Long diff avg ≤ 75
C 20 114 -71 Acceptable
F 28 628 1 Acceptable
Min 14 114 -71
25th percentile 21 245 -34
Median 26 273 23
75th percentile 28 383 59
Max 42 628 156

Hoop Stress / Axial Flaw Growth

Axial Stress / Circ Flaw Growth

Hoop WRS

Axial WRS
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